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[bookmark: _Toc420935143][bookmark: _Toc420967926]Introduction
The Eastern Interconnection (EI) is arguably the largest power system in the world, and its size and complexity have historically made it difficult to study in high levels of detail. In the Eastern Renewable Generation Integration Study (ERGIS), we develop the most detailed model of this system ever made. We then simulate the operation of the system under normal conditions with very high combinations of wind and solar PV (PV) generation. In order to address the significant computational burdens we apply novel computing techniques to dramatically reduce simulation solve time while simultaneously increasing the resolution and fidelity of the analysis. In our analysis, we show that, under the study assumptions, high penetrations of wind and PV generation—up to 30%—can be balanced on the transmission system at a 5-minute level with various configurations for transmission and generation. Our results also indicate that high penetrations of variable generation (VG), primarily wind and PV, require traditional generating resources to be used less frequently and operate across a broader output range. 
[bookmark: _Toc420935144][bookmark: _Toc420967927]Background and Objectives
Wind and PV generation are the fastest growing electricity resources in the United States and in the U.S. EI. The U.S. Energy Information Administration (EIA) estimates that renewable electricity accounted for more than 61% of all new U.S. electricity capacity installations in 2013, up from 57% in 2008 and 4% in 2004 (EIA 2015). The adoption of these technologies has been spurred by state renewable portfolio standards (RPS), federal policies impacting the tax structures of wind and solar projects, and renewable technology advancements and cost declines. Within the U.S. EI, wind has historically been the most popular choice for meeting RPS because of its lower costs relative to other resources and the quality of wind resources in the region. However, as PV technologies improve and costs fall, adoption of PV is increasing. 
ERGIS is a multi-year research project funded by the U.S. Department of Energy (DOE). The project examines the U.S. EI at an unprecedented level of detail to determine operational impacts of higher percentages—up to 30% penetration on an annual energy basis—of combined wind and PV generation. A scenario-based approach is taken to study four potential wind and PV futures to understand system-wide operational impacts of high amounts of VG on the U.S. EI. 
ERGIS is an operational impacts study, not a capacity expansion or transmission expansion study. ERGIS adopted four capacity expansion scenarios (developed in cooperation with the TRC) and three transmission expansions [developed with broad industry support in the Eastern Interconnection Planning Collaborative (EIPC)] and then analyzed operation of the EI in those scenarios. ERGIS reflects considerable effort to model many existing operational constraints with respect to reserve products, interregional cooperation, and thermal and hydro plant capabilities. 
The study team from the National Renewable Energy Laboratory (NREL) utilized several advanced modeling and computing techniques in ERGIS, which allowed the project team to discard several simplifying assumptions about power system operations that have historically been used in comparable analyses. The complexity of the mathematical optimizations for simulating power system operations has resulted in a variety of approximation techniques for representing transmission, generation, and loads. A few of the common approximations used in unit commitment and economic dispatch (UC&D) models include zonal transmission, hourly simulation, linear programming, generator aggregation, and simplifying heuristics. While many of these assumptions have been accepted based on historical necessity, there is growing concern that these simplifications might not be appropriate for studying the operation of the system with high penetrations of wind and solar generation. In order to overcome computational constraints associated with increasing the temporal and spatial resolution of the study, NREL applied novel techniques developed by Barrows et al. (2014) to parallelize the simulations and dramatically reduce computational limitations. The capabilities developed by NREL for ERGIS enable a variety of high resolution power systems operations analysis for the largest power system in North America.
NREL used two models for this study. The primary model was PLEXOS, a UC&D model (PLEXOS 2014). PLEXOS optimizes operation of the generators to minimize overall production cost while observing various constraints such as generator and transmission limits. PLEXOS was used to simulate an entire year of power system operations down to a 5-minute resolution. The second model was NREL’s Regional Energy Deployment System (ReEDS) (Short et al. 2011). ReEDS is a capacity expansion model that was developed to accurately model the spatial and temporal availability of renewable generation technologies. ReEDS was used to determine the quantity and location of all generation additions and retirements in the study. The coordinated use of these models results in a detailed simulation of power system operations. 
The scenarios simulated in ReEDS or PLEXOS are not intended to be forecasts or predictions; rather, ReEDS and PLEXOS provide self-consistent frameworks to assess the potential impact of different technology, market, and policy conditions on technology deployment and operation. 
[bookmark: _Toc420935145][bookmark: _Toc420967928]Improvements and Limitations
ERGIS builds on previous integration studies by increasing the resolution of the analysis in several key ways. First, ERGIS expands the range of resources analyzed by simulating large-scale adoption of PV in addition to wind in the U.S. EI. Next, the study increases the temporal resolution to 5 minutes in order to understand the sub-hourly impact of these resources on system operations. ERGIS also increases the spatial resolution of the model to include all synchronous components of the Eastern Interconnection and Québec Interconnection (collectively, EI), on a comparable basis. 
Despite substantial improvements in the modeling framework and methods, which are explained in more detail below, there are still several assumptions that create uncertainty in our modeling results. In particular, ERGIS assumes resources are co-optimized across the whole EI according to assumed marginal costs and forecasts for fuel prices. Similarly, ERGIS only analyzes one meteorological year of operations and may not fully capture the range of possible extreme weather events. Regulation and spinning reserves are used in the study, but only to assure sufficient reserve capacity is available for operations; we do not simulate the activation of any reserves for contingencies or sub-5-minute variability. The study also lacks consideration of long-term strategic behavior and relies on genericized unit-specific data. Specifically, ERGIS does not include detailed information about bilateral contracts, self-scheduling, operational constraints related to alternating current (AC) power flow, and different operational practices in different regions. The load assumptions used in the study had two notable limitations. First, no 5-minute load forecast data were available so perfect forecasts were assumed. Second, the study did not include any demand response. As an operational impact study, ERGIS does not include associated capital costs in its analysis. Instead of analyzing capital costs, NREL assumes certain generation and transmission futures and focuses the analysis on the ability of the system to operate with the assumed levels of wind and PV. Additional uncertainties include the amount and location of wind and PV generation, transmission system additions, thermal generation retirements and additions, and gas and coal prices. 
[bookmark: _Toc420935146][bookmark: _Toc420967929]Technical Review
To assist the study team, NREL convened a Technical Review Committee (TRC) to aid in development of assumptions and validation of methodology and findings. Consisting of representatives from every region in the interconnection, the TRC met on a quarterly basis to review the development of the wind and PV data sets, regional operational practices, thermal plant characteristics, setup and configuration of models, and transmission representation. Working groups met on an as-needed basis to fine-tune assumptions regarding the Canadian system, thermal plant characteristics, hydropower plants, and transmission. A key role of the TRC on this project was to help ensure that assumptions and methods were accurately implemented into the model. The TRC played a critical role in guiding the study, analyzing study results, and reviewing this final report.
[bookmark: _Toc419582111][bookmark: _Toc419239893]
[bookmark: _Toc420935147][bookmark: _Toc420967930]Study Scenarios and Methodology
NREL developed the four study scenarios through a consensus process with the TRC. With their assistance, NREL identified a variety of qualitative characteristics to include in framing potential power system conditions in the next 10–15 years. Each scenario assumes two key elements: (1) modest load growth and (2) significant retirements of coal and natural gas generation.[footnoteRef:1] The qualitative characteristics of the four generation and transmission scenarios are outlined in Table 1.  [1:  The ERGIS scenarios were defined prior to the U.S. Environmental Protection Agency (EPA) issuance of a proposed rule on carbon pollution emission (Federal Register 2014), yet study similar coal retirements as forecast by that proposed rule.] 

[bookmark: _Ref419657605][bookmark: _Toc420968118]Table 1. ERGIS Includes Four Scenarios with Different Levels of Wind, Solar, and Transmission Capacity Expansion
	Scenario
	Wind
	PV
	Total
	Attributes

	LowVG
	3%
	0%
	3%
	· No new wind or solar generation installations after the year 2012.
· Minimal transmission expansion.

	RTx10
	12%
	0.25%
	12%
	· An approximately 10% VG penetration that is reflected in state RPS and interconnection queues as of 2012.
· Regional transmission expansion within certain regions.

	RTx30
	20%
	10%
	30%
	· Approximately 30% combined VG, with an emphasis on within region resources.
· Identical transmission expansion to RTx10.

	ITx30
	25%
	5%
	30%
	· Approximately 30% combined VG, with an emphasis on the best resources in the U.S. EI.
· Interregional transmission expansion with large high voltage direct current (HVDC) lines.


Moving from the four study scenarios to detailed operational impacts analysis required several additional steps. In order to implement the overarching guidance of the TRC, NREL:
Developed and benchmarked a base model for the Eastern Interconnection
Conducted a capacity expansion with NREL’s ReEDS model to implement the qualitative scenario requirements from the TRC (see Section 3)
Built a scenario datasets at 5-minute resolution for the forecast year 2026; this high-resolution data set included load, wind, and PV generation and forecasts; transmission expansions from the EIPC (see Section 4); and new assumptions about the amount of generation from coal (less) and gas (more) across the system
Used EI data and capacity expansion modeling results as inputs for operations modeling in the UC&D model, PLEXOS, to simulate future power system operations (see Section 4)
Analyzed the operations modeling results to identify a range of potential impacts for each prescribed study scenario. 
The TRC continued its advisory role through the development of the data, tools, and inputs for the operations modeling. 

[bookmark: _Toc419582112]
[bookmark: _Toc420935148][bookmark: _Toc420967931]Capacity Expansion
ERGIS is not a capacity expansion study; the future scenarios were determined by NREL and the TRC. However, in order to determine the detailed generation fleet characteristics in each scenario, the ERGIS team conducted a generation expansion exercise using ReEDS.
ReEDS is a capacity expansion model. It optimizes generation and transmission in 2-year time increments between 2010 and 2050 to determine the type and location of conventional and renewable resource development as well as a transmission infrastructure expansion for those installations.[footnoteRef:2] The model is designed to satisfy regional demand requirements and maintain grid system adequacy at least cost. The model also considers technology, resource, and policy constraints, including RPS. The model represents the contiguous United States with high spatial resolution, comprising 134 model balancing areas and 356 regions with distinct renewable power resource characteristics. This high spatial resolution is designed to represent the relative value of geographically and temporally constrained renewable power resources.[footnoteRef:3] Figure 1 shows the ReEDS areas and the regional boundaries used for the ReEDS portion of ERGIS. The capacity expansion portion of ERGIS was performed prior to Entergy joining the Midcontinent Independent System Operator (MISO) so all constraints and scenarios described in this section were based on the geographic regions shown in Figure 1. [2:  The ReEDS transmission expansion was not used in the study scenarios.]  [3:  The ReEDS model has been applied to an array of analyses, including U.S. DOE (2008), NREL (2012), U.S. DOE (2012), and U.S. DOE (2015). For thorough documentation of an earlier version of the model, see Short et al. (2011).] 
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[bookmark: _Ref419381481][bookmark: _Toc420968006]Figure 1. ReEDS regions as represented in ERGIS
[bookmark: _Toc419239894][bookmark: _Toc419582113][bookmark: _Toc420935149][bookmark: _Toc420967932]Modeling the Study Scenarios in ReEDS
ReEDS was configured to meet wind and PV generation targets prescribed for the four study scenarios for the year 2026, the ERGIS study year. The LowVG assumed no new builds of wind or solar after 2012, so only existing wind and PV as of 2012 was included in the 2026 generation fleet. As such, wind provides about 3% of annual U.S. EI load. The RTx10 requirements were developed based on the EIPC Phase II process and reflect the existing state RPS requirements and interconnection queues (Charles Rivers Associates 2011). NREL elected to adopt these requirements to be consistent with the EIPC study. 
The RTx30 was designed to achieve 30% wind and PV penetration in each of the EI geographic regions shown in Figure 1. The target mix of renewables varies between the regions due to differences in the quality of wind and solar resources. The original targets were 25% wind (20% land-based and 5% offshore) and 5% PV (2% distributed rooftop PV and 3% utility-scale PV). As this scenario developed it became clear that the 25% wind/5% PV split would not be practical for the RTx30 scenario due to a lack of wind resource data available for the SERC Reliability Corporation (SERC) and Florida Reliability Coordinating Council (FRCC) regions. FRCC was therefore allowed to fulfill its total 30% requirement with PV. SERC, on the other hand, posed challenges because of the geographic diversity of the region. NREL separated the historical Virginia-Carolinas sub-region of SERC (VACAR) for the purposes of allocating VG resources because VACAR has access to significant offshore and some land-based wind resources. Because of the low wind and PV potential in the non-VACAR SERC region, NREL required that 15% of the non-VACAR SERC load be met with wind imported from the Southwest Power Pool (SPP) and the remainder be met with local PV resources. This import of wind from SPP was previously studied by the Electric Power Research Institute (EPRI) (EPRI 2011). The RPS and interconnection queue requirements from RTx10 are also included in the RTx30. The final division of VG was 20% wind and 10% PV for the U.S. EI.
ITx30 was designed to achieve 30% penetration with fewer constraints on wind and PV location, allowing higher-quality resources to be deployed. The target penetration for wind was 25%, with 20% land-based and 5% offshore, while the PV penetration target was 5%. Intraregional PV targets were set to assure that the distributed solar requirements would be allocated. Those distributed PV requirements are the same as for RTx30. In general, the high wind resources in MISO and SPP are expanded because of the high quality of those resources and the lower capital costs of wind compared to PV. 
[bookmark: _Toc419239895][bookmark: _Toc419582118][bookmark: _Toc420935150][bookmark: _Toc420967933]Thermal Fleet Retirement Assumptions and Results
In addition to adding wind and PV generators to meet the requirements of the study scenarios, ReEDS adds generators to maintain the required planning reserve margin in each region due to load growth or existing generator retirement. Thermal generators were retired based on a combination of retirements reported by Ventyx (2013) and the standard ReEDS retirement assumptions. Retirements in ReEDS are determined in three ways: announced retirements, maximum generator lifetimes, and minimum utilization factors. Each of these retirement mechanisms are described in more detail below.
Announced retirements are provided as inputs to the model and dominate capacity reductions between 2010 and 2016. Assumptions regarding coal retirements were obtained from Saha (2013)[footnoteRef:4] and contain about 45 GW of coal capacity retirements. Announced retirements for other generating technologies were taken from Ventyx (2013) and contain about 30 GW of natural gas capacity retirements. [4:  Due to ReEDS geospatial requirements, these data reflect announced retirements only (e.g., Saha 2013). Other estimated retirements (e.g., Patrylak et al. 2013; Brattle Group 2012; DiOrio et al. 2011) lack sufficient geospatial and temporal resolution to be incorporated into ReEDS but are addressed to a degree by overlaps with Saha (2013), and by the age-based and plant-utilization-based retirements.] 

In addition to announced retirements, generators are assumed to have maximum economic lifetimes. Fossil fuel plant ages are derived from data reported by Ventyx (2013),[footnoteRef:5] and assumed lifetimes for these generators are shown in Table 2.  [5: A single service life extension period was selected for nuclear units given the significant uncertainty in current nuclear plant lifetimes.] 

[bookmark: _Ref418491389][bookmark: _Toc420968119]Table 2. Maximum Economic Lifetime of Thermal Plants in ReEDS
	Plant Type
	Assumed Economic Lifetime (Years)

	Coal < 100 MW
	65

	Coal > 100 MW
	75

	Natural Gas and Oil
	55

	Nuclear
	60


The final retirement mechanism in ReEDS is underutilization. Utilization-based retirements only apply to coal generators and are a proxy for economic-based considerations (i.e., insufficient revenue to support forward operation costs). Underutilization retirements are represented as capacity factor thresholds that trigger generation capacity to be retired. ReEDS’s capacity factor thresholds increase over time: in 2020, the generation capacity factor threshold is 1%, and the threshold increases by 5% per model solve year. Because the ERGIS study year is 2026, the largest minimum capacity factor threshold used for ERGIS was 16%.
Table 3 shows the retirements results from the ReEDS model for the LowVG scenario for coal, gas, and nuclear generators. In all scenarios, announced retirements result in about 45 GW of coal retirements and 30 GW of gas retirements by 2016. Age-based retirements cause an additional 16 GW of coal retirements and 30 GW of gas retirements by 2026. Finally, announced retirements of nuclear units in the U.S. EI (Kewaunee, Crystal River, Vermont Yankee, and Oyster Creek) total about 2.6 GW by 2020. 
[bookmark: _Ref419467365][bookmark: _Toc420968120]Table 3. U.S. EI Thermal Capacity Retired by ReEDS in the LowVG
	Generator Type
	Retired Capacity (GW)

	Nuclear
	2.6

	Coal
	60.6

	Gas
	59.7


To minimize the number of differences between the scenarios, the thermal fleet changes from the LowVG were applied to the other scenarios, and only the VG fleet changes from the ReEDS analysis of the other scenarios were utilized in ERGIS. The LowVG had the lowest amount of VG, so the thermal fleet is larger than is necessary for the other scenarios. Table 4 shows the change in installed capacity determined by the ReEDS analysis for each of the ERGIS scenarios from 2010 through 2026.
[bookmark: _Ref419388394][bookmark: _Toc420968121]Table 4. Change in Installed Capacity of the U.S. EI Fleet
	Generator Type
	Change in Installed Capacity

	
	LowVG
	RTx10
	RTx30
	ITx30

	Nuclear
	0.9
	0.9
	0.9
	0.9

	Coal
	-50.5
	-50.5
	-50.5
	-50.5

	Gas
	88.1
	88.1
	88.1
	88.1

	PV
	0.7
	5.1
	194.1
	133.9

	Wind
	10.6
	150.8
	209.7
	261.0


[bookmark: _Toc419582120]
[bookmark: _Toc420935151][bookmark: _Toc420967934]Input Data
At the time this study began, the data necessary to model operations of the EI at the desired resolution and fidelity were not available. To model the grid realistically, the UC&D model required extensive input data sets, which include generator and transmission constraints and other elements to capture the challenges of operating the electric grid. NREL assembled the necessary inputs, such as generator characteristics, transmission topology, and wind and PV generation profiles, under the guidance and review of the TRC. This section gives an overview of the data and tools used to build the UC&D model.
[bookmark: _Toc419582121][bookmark: _Toc420935152][bookmark: _Toc419444799][bookmark: _Toc420967935]Eastern Interconnection Database Development 
Developing a database for studying future generation scenarios requires a model that has been vetted by industry and benchmarked against historical data. In this section, NREL details the input assumptions made for a model of the EI in the year 2010. NREL then compares simulation results to historical observations from the same year.
[bookmark: _Toc419239903][bookmark: _Toc416790967][bookmark: _Toc419582122][bookmark: _Toc420935153][bookmark: _Toc420967936]Conventional Fleet Assumptions
NREL assembled data and assumptions for the conventional (non-VG) generation fleet from a variety of sources. Each of these assumptions is described in this section.
The non-VG generator maximum capacities, locations, and generator technologies were provided by Energy Exemplar, the vendor of PLEXOS. 
In order to decrease the computational burden of the optimization, thermal units less than 120 MW of the same type and at the same plant were aggregated into larger units of up to 120 MW. For example, three 50-MW combustion turbine (CT) units at the same plant were aggregated into one 100-MW unit and one 50-MW unit.
All units except nuclear units were assumed to be available for economic commitment and dispatch any time they were not on a planned or unplanned outage. No must-run, self-scheduling, or bilateral contract constraints were included. Nuclear units were assumed to operate at their maximum capacity at all times that they were not on a planned or forced outage. 
[bookmark: _Toc419239905][bookmark: _Toc416790970][bookmark: _Toc420935154]Thermal Fleet Characteristics
Full-load heat rates for coal-fired and gas-fired generators were assigned to each generator in these categories so that the fleet-wide distribution of the heat rates matched the fleet-wide distribution of full-load heat rates found in a previous analysis of EPA Continuous Emissions Monitoring Systems (CEMS) data (Lew et al. 2012). Figure 2 shows the distribution of the full-load heat rates for the coal-fired and gas-fired generators.
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[bookmark: _Ref418759292][bookmark: _Toc420968007]Figure 2. Distribution of full-load heat rates for coal-fired and gas-fired generators
Table 5 summarizes several assumptions about thermal generator properties, including minimum generation level, part-load heat rates, minimum up and down times, ramp rates, startup costs, and variable operations and maintenance costs.
Several generator property assumptions were adopted from the EIPC Phase II (Eastern Interconnection Planning Collaborative 2102) with minor revisions. NREL adopted, without modification, minimum generation levels, part-load efficiency deratings, and minimum up and down times. NREL deviated from the EIPC Phase II assumptions for the number of marginal heat rate blocks and the minimum generation level for CT generators. To reduce runtimes, a single marginal heat rate between the minimum and maximum generation level was used. In addition, to enforce proper commitment status of CT generators, the minimum generation level for CT generators was set at 60% of the CT’s maximum capacity.
The ramp rate, startup costs, and variable operations and maintenance costs were taken from previous subcontractor studies conducted for NREL. Ramp rates were taken from Black and Veatch (2012), and startup costs and variable operations and maintenance costs were taken from Kumar et al. (2012).
Forced outage rates, maintenance outage rates, and mean repair times for nuclear, coal, gas, oil, and hydroelectric generators were taken from North American Electric Reliability Corporation (NERC) Generator Availability Data System (GADS) data (GADS 2015). GADS provides detailed information by unit maximum capacity for most of the major generator types, and these data were applied to the ERGIS UC&D database.

[bookmark: _Ref418761251][bookmark: _Toc420968122]Table 5. Selected Assumptions for Thermal Generators
	Category
	Minimum Generation Level1
 (% of Maximum Capacity)
	Average Heat Rate at Minimum Generation Level1 
(% of Full-Load Average Heat Rate)
	Minimum Up Time1
 (Hours)
	Minimum Down Time1 
(Hours)
	Ramp Rate2 
(% of Maximum Capacity per Minute)
	Startup Cost3 ($/MW of Maximum Capacity)
	Variable Operations and Maintenance Cost3 
($/MWh)
	Annual Outage Rates4 (Sum of Forced and Maintenance Outages) 
(% of Year)

	CT
	60
	100
	0
	0
	8
	69
	0.6
	7.6–12.0

	CC
	50
	113
	6
	8
	5
	79
	1
	10.9

	Coal
	50 (<600 MW)
30 (>600 MW)
	106
	24
	12
	2
	129
	2.8
	12.1–17.1

	Oil/Gas Boiler
	30 (<600 MW) 
20 (>600 MW)
	110
	10
	8
	4
	129
	0.9
	9.8–26.0

	Nuclear
	100
	100
	NA
	NA
	NA
	0
	2.8
	8.9–14.1

	a Adopted from EIPC with minor changes (see text for details).
b From Black and Veatch 2012.
c From Kumar et al. 2012.
d From GADS, 2015




Fuel prices for the study were taken from EIA Annual Energy Outlook (AEO) 2014 projections for 2026 (U.S. Energy Information Administration 2013). Monthly variation based on historical data was added to the natural gas prices. Prices for each of the AEO census regions are shown in Figure 3. The average price of gas is $5.92/MMBtu and coal is $2.90/MMBtu.
	[image: ]

	[bookmark: _Ref418777329][bookmark: _Toc420968008]Figure 3. Fuel prices used in the UC&D model


[bookmark: _Toc419239906][bookmark: _Toc420935155]Hydroelectric Fleet Characteristics
Modeling hydroelectric (hydro) resources in a UC&D model is typically more complex than modeling traditional thermal generators. This is because of additional constraints around water usage and the choice of when to use the (often limited) water. Most rivers and reservoirs are managed with multiple objectives beyond power production, such as: recreation, flood control, ecological health, and water supply. Most of these constraints are not captured explicitly in large-scale power systems operations studies, including this one, although NREL made assumptions about availability based on historic generation profiles, reservoir levels, and river flows. 
Hydro is 10% of total installed capacity in EI and much higher in some regions. This makes the modeling of hydro constraints important to accurately representing operations. NREL used historical data from annual reports of utilities, operating organizations, and the U.S. EIA to create limits on the amount of energy that each hydro generator can generate at different times of the year. NREL used these limits within PLEXOS to constrain the amount of energy a hydro unit was able to produce over a certain time period. The hydro units were able to dispatch energy economically within these constraints. In addition, all hydro generators were assigned a minimum generation level of 20% to represent non-power production constraints. 
NREL developed different types of hydro generation limits based on historical data. For the Southeastern Power Administration (SEPA), Southwestern Power Administration (SWPA), and certain U.S. Army Corps of Engineers (USACE) facilities, NREL obtained historical daily or weekly generation data (USACE 2015a and 2015b, TVA 2015). For other U.S. hydro facilities, NREL obtained actual monthly historical generation from the EIA (EIA 2015c). For Canadian hydro facilities, NREL obtained or estimated historical generation from Canadian sources (OPG 2015, Manitoba Hydro 2014, SaskPower 2012, IESO 2015, HydroQuébec 2012). Each of these types of limits is described in the following.
NREL obtained the most detailed historical generation data from SEPA, SWPA, and USACE. This data included actual historical generation totals down to daily resolution. Interviews with representatives from these organizations indicated that water availability was typically budgeted on a weekly basis. This allowed generation to be scheduled anytime within that week. Therefore, NREL created weekly generation constraints for these facilities from the historical weekly generation totals. 
One example facility is USACE’s Wolf Creek Dam in Kentucky. The facility’s 2006 historical data indicates that its annual capacity factor was about 33%; but its weekly capacity factor varied from a minimum of about 7% to a maximum of about 64%. NREL created weekly energy constraints from the historical data, as shown in Figure 4.
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[bookmark: _Ref419584089][bookmark: _Toc420968009]Figure 4. Example weekly hydro generation constraints for SEPA, SWPA, and USACE facilities
NREL obtained historical generation data for other U.S. hydro facilities from EIA-920 data. These data consist of historical monthly generation totals. NREL used the monthly generation totals for 2006 to create monthly generation limits for the non-SEPA, SWPA, or USACE hydro facilities in the U.S. EI.
Canadian hydro generating resources are significant. In order to capture the constraints of hydro generators in Manitoba, New Brunswick, and Ontario, NREL found historical annual generation data for individual generators and then paired that data with historical stream flow data by month to create monthly generation limits. For hydro generators in Quebec and Saskatchewan, NREL estimated annual generation for each unit based on reported total system generation and individual unit capacity and then paired the estimated annual generation data to historical stream flow data by month to create monthly generation limits. Figure 5 illustrates how annual generation was distributed into monthly limits in proportion to the monthly streamflow.
[image: ]
[bookmark: _Ref419585454][bookmark: _Toc420968010]Figure 5. Example monthly limits for Canadian hydro generators
[bookmark: _Toc419582123][bookmark: _Toc420935156][bookmark: _Toc420967937]2010 System
Because the benchmarking model was intended to resemble 2010, the 2010 boundaries of all Regional Transmission Operators, Independent System Operators (collectively, RTO/ISO) and NERC reliability regions were used. The 2010 study regions are FRCC, Independent System Operator of New England (ISO-NE), MISO, New York Independent System Operator (NYISO), PJM Interconnection (PJM), SPP and SERC. The base transmission network of the entire EI was obtained from the Eastern Interconnection Reliability Assessment Group’s (ERAG’s) Multiregional Modeling Working Group and imported into the UC&D model. This network contains approximately 60,000 transmission buses, 50,000 transmission lines, and 20,000 transformers. The full network was imported into the UC&D model without network reduction.
[bookmark: _Toc419582125][bookmark: _Toc420935157][bookmark: _Toc420967938]2010 Benchmarking
Because the PLEXOS database provided by the vendor of PLEXOS had not been vetted nor evaluated prior to ERGIS, NREL performed a benchmarking exercise to ensure that the modeled results would be comparable to the real-world system. The goal in this exercise was to ensure that the regional load levels, generation capacities and actual generation, and regional interchange patterns were reasonable.
The EI database was set up with 2010 conditions for load, generator and transmission capacities, and fuel prices, and the results were compared to actual 2010 data reported by the EIA (EIA 2015c). Because the benchmarking exercise was only focused on high-level characteristics, such as generation by generator type and net interchange between regions, the benchmarking model employed a 2-hour resolution day-ahead (DA) model and no real-time (RT) model. The benchmark modeling also employed a simplified representation of reserves, with a single reserves requirement of 2.5% of load required at all times. These simplifications allowed significantly faster runtimes without substantial difference in the higher-level outputs that were compared. 
Figure 6 compares the modeled and actual generation by fuel type for each of the regions as given by the benchmarking process. The model results show that generation by region and generator type is in general agreement with the actual 2010 data. The differences that remain between the model results and actual 2010 data are likely due to differences in regional definitions, imperfect knowledge of actual generator costs and availability in the model, differences in transmission constraints, and non-ideal (non-economic) dispatch constraints in actual operation (such as bilateral agreements and must-run units) that are not included in the model.
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[bookmark: _Ref419449992][bookmark: _Toc420968011]Figure 6. Generation by fuel type and region in the benchmarking exercise compared to actual 2010 data reported by the EIA
Load is represented by the red dotted line
Figure 7 shows the annual net interchange between regions as given by the benchmarking process. This result was compared to available EIA data (EIA 2011b) and is in general agreement on both direction and magnitude of the net flows. 
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[bookmark: _Ref419454385][bookmark: _Toc420968012]Figure 7. Map showing the net interchange patterns for the 2010 benchmarking exercise
[bookmark: _Toc419582126][bookmark: _Toc420935158][bookmark: _Toc420967939]Wind, PV, and Load Data Creation
In order to study power system operations at a 5-minute level, it was necessary to create data sets of sufficient resolution and fidelity to simulate the operation of wind and PV generation and demand. Simulated wind data was previously created for Eastern Wind Integration and Transmission Study (EWITS), but that data was not of a 5-minute resolution. A comprehensive PV data set for the U.S. EI did not exist prior to ERGIS and was created for this study. Load data shares the same meteorological year as wind and solar resources and was downscaled from hourly data. In this section, NREL describes the process for creating these data sets and how simulated wind and PV resources were sited within the model.
[bookmark: _Toc419239907][bookmark: _Toc416790971][bookmark: _Toc419582127][bookmark: _Toc420935159][bookmark: _Toc420967940]Variable Generation Fleet Assumptions
A large amount of wind and PV data was needed for this study. This section describes the data used, including synthesis of the data where existing data was not available. This includes the methodology for selecting individual sites for wind and PV plants for the ERGIS scenarios to match the ReEDS wind and PV generation results.
[bookmark: _Toc419239908][bookmark: _Toc416790972][bookmark: _Toc420935160]Wind Resource Data
The wind data for this project consist of wind power forecasts and simulated power output for the meteorological years 2004 through 2006, although only the 2006 data were used in the UC&D simulations. The data were originally developed by AWS TruePower for EWITS (Enernex Corporation 2011) and was reexamined before being used in ERGIS. This reexamination involved a number of statistical analyses looking at the variability and other characteristics. It was determined through this analysis that there was an inappropriate jump in variability every 12 hours, throughout the 3 years of the wind data. This discontinuity in simulated plant output was identified when plants from the data set were aggregated together into regions for analysis. Pennock (2012) details the various approaches tested to remove the discontinuity, and the final solution adopted for ERGIS.
The EWITS data set contains data at a 10-minute resolution. A fast Fourier transform-based method was used to synthesize 5-minute data from the original 10-minute data (Figure 8).
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[bookmark: _Ref418858602][bookmark: _Toc420968013]Figure 8. Graph showing 5-minute wind generation data that was created from adding simulated noise to the 10-minute wind generation data
[bookmark: _Toc420935161][bookmark: _Toc419239914][bookmark: _Toc416790976][bookmark: _Toc419582128]PV Resource Data
PV resource data was created for this project using the sub-hour irradiance algorithm developed by Hummon et al. (2012). This method produces statistically probable values of irradiance with a temporal resolution of 1 minute from satellite-image-derived irradiance data with a temporal resolution of 60 minutes. The subhourly irradiance algorithm was developed under the Western Wind and Solar Integration Study Phase II (WWSIS-2). 
The simulation of 1-minute irradiance values draws on three sets of statistics: spatial variability of the clearness index (from gridded hourly satellite data), distribution of 1-minute clearness index ramps (from ground-based measured stations), and distributions of the duration of a persistent 1-minute clearness index (from ground-based measured stations). The algorithm was built from 26 year-long, ground-based, 1-minute measured irradiance data sets (from six locations in the western United States from the NREL Measurement and Instrumentation Data Center database), and the corresponding hourly SolarAnywhere unshifted satellite irradiance data.
The key data characteristics for the PV data set are: (1) an appropriate number and size of power output ramps at each location, (2) appropriate coincidence of power ramps at closely clustered locations, and (3) appropriate ramps in the sum of PV power over a region. The primary goal of the algorithm was to replicate the injection of power into the transmission system from individual PV plants, such that the magnitude and duration of ramps for each plant were accurate, as well as the correlation of ramps between plants. The measure of correlation between multiple locations over multiple time scales is called coherence. It is nearly impossible to “set the coherence” a priori and use independent stochastic processes to achieve the appropriate coherence. Instead, the algorithm uses the spatial statistics to impose an appropriate relationship between locations. Sites that are close together share spatial data and thus have a higher likelihood of having similar time series. A statistical analysis of this data is included in the appendix. 
[bookmark: _Toc419239911][bookmark: _Toc419320153][bookmark: _Toc420935162]Day-Ahead Solar Forecasts
The Weather Research and Forecasting (WRF) model (Shamarock et al. 2008) was used to mimic operational solar irradiance forecasts over the eastern United States for 1 year, January–December 2006. WRF was set up in operational mode with the aim of producing a 4-hour and DA forecast for global horizontal irradiance, direct normal irradiance, and diffuse irradiance ready at 12 p.m. EST. The forecasts were thus initialized at 16 Universal Coordinated Time (UTC) each day (11 a.m. EST) and run for 38 hours to make available a 4-hour-ahead (HA4) and DA forecast for midnight the next day. The 4-hour forecast is 5 to 6 hours, depending on the time zone, from the simulation start, which is desired to avoid artifacts of the model initial conditions. The simulated irradiance, temperature, and pressure values were input into PVWatts to create power forecasts.
[image: Map of the United States with a nested box that extends from Maine to Florida and the Mountain Region to the Eastern Seaboard.]
[bookmark: _Ref407709997][bookmark: _Toc420968014]Figure 9. Map of the WRF model geographic extent
The WRF model setup (Advanced Research WRF, Version 3.5.1) consists of a main grid with horizontal grid spacing of 30 km and one nested domain with 10-km grid spacing (Figure 9). Only the forecasts of the 10-km grid were used. The model was initialized and forced at the boundaries by 1°×1° U.S. National Center for Environmental Prediction Global Forecast System forecasts that were initialized at 12 UTC each day. For 24 days during the year 2006, Global Forecast System forecast data were missing; therefore, Global Forecast System analyses were used as boundary conditions for these 24 days instead. The sea surface temperature fields are also obtained from National Center for Environmental Prediction analyses at 00 UTC each day at a horizontal resolution of 1/12°. Land use categories come from the U.S. Geological Service. Forty-one vertical levels are used, and the model physics options include: National Oceanic and Atmospheric Administration land surface model, Kain-Fritsch cumulus parameterization, WRF Single-Moment 5-class scheme for microphysics, the Yonsei University atmospheric boundary layer scheme with topographic correction for surface winds (Jimenez and Dudhia 2012), the rapid radiative transfer model for long-wave radiation, and for short-wave radiation, the Dudhia scheme with simple downward integration, which is efficient for calculating clouds and clear-sky absorption and scattering. Climatological ozone and aerosol data were used for the rapid radiative transfer model. The aerosol data are based on Tegen et al. (1997) and have six types: organic carbon, black carbon, sulfate, sea salt, dust, and stratospheric aerosol. The data also have spatial and temporal (monthly) variations.
[bookmark: _Toc420935163][bookmark: _Toc420967941]Synthesis of 5-minute Load Data
In order to understand the impacts of variability and uncertainty at a 5-minute time resolution, historical, hourly load data needed to be synthesized to create a simulation quality data. This section describes the method used to synthesize 5-minute load data from hourly-average data for the study. 
Five-minute load data was derived by analyzing high resolution load data obtained from various public sources and additional data sets provided by the TRC. These data were analyzed to extract variability information using filtering techniques. That information was then processed to obtain variability statistics for each of the high resolution data sets analyzed. The statistics were then used to synthesize sub-hourly variability, which was added to the hourly load data for the study, to obtain the 5-minute data.
Sub-hourly load data sets analyzed for the regions, time periods, and resolutions are identified in Table 6. To the extent practicable, variability statistics were extracted from the data set using a variety of filters.
[bookmark: _Ref407736611][bookmark: _Ref407736585][bookmark: _Toc420968123]Table 6. Actual Load Datasets Used to Characterize Sub-hourly Load Variation
	Region
	Period
	Resolution

	ISO-NE
	2005
	1 Minute

	MISO
	2005
	10 Minute

	NYISO
	2005
	10 Minute

	PJM
	2005 and 2006
	10 Minute

	Southern Company
	2005
	10 Minute

	 SPP
	2005 and 2006
	1 Minute

	ISO-NE
	Partial 2013
	5 Minute

	NYISO
	2012
	5 Minute

	PJM
	2012
	1 Minute

	SPP
	2010, 2011, and 2012
	5 Minute


A filter is a technique for separating characteristics of a signal. In this case NREL separated the load data into low- and high-frequency components. The low-frequency component is the load trend and the high-frequency component is the random variability around that trend. Figure 10 shows an example of the process. The blue trace is the original high-resolution data and the red trace is the output of a low-pass filter indicating the load trend. Finally, the green trace shows the variability signal. Note that the variability is on a different scale from the other two traces.

[bookmark: _Ref366587361][bookmark: _Toc420968015]Figure 10. Filtering of high resolution data to get load trend and variability
Several approaches were evaluated for the selection of an appropriate filter. In previous work, simple moving average windows were used to extract the load trend, and the variability was simply the difference between the load data and the trend. Other digital filters, such as Butterworth 2nd order low- and high-pass filters, were also evaluated.
The moving average filters were implemented such that the current period is at the center of the window with an equal number of samples coming from the future and from the past. The fact that this filter looks into the future gives it better tracking of the signal compared to the other filters tested, and therefore this filter was used to extract the trend from the load data sets. 
Next, the filter window size was tuned to give the best response, filtering as much variability as possible while including as little of the trend as possible in the variability. In this case NREL was considering the variability to be the sub-hourly changes in the signal. Window lengths from 25 minutes to 65 minutes were evaluated. The results for December 28 from 8:30 to 10 a.m. in PJM can be seen in Figure 11.
Examination shows that the 25- and 35-minute windows tend to include part of the variability in the load trend output. The 55- and 65-minute windows over-smooth the output indicating that parts of the load trend are being filtered out and included in the variability. A window of 45 minutes proved to be the best compromise for isolating the variability from the trend. 
Because there was a significant amount of 10-minute load data available, an identical analysis was run using that data. The optimum averaging window was found to be 50 minutes. There were two data sets that contained a full year of 1-minute load data. These were also analyzed and the optimum window was found to be around 45 minutes. 

[bookmark: _Ref366594259][bookmark: _Toc420968016]Figure 11. Comparison of various moving average window lengths on filter response for 8:30–10 a.m. for PJM
All of the available data sets were analyzed using the moving window filter with a 45- or 50-minute window. One-minute data sets were averaged up to 5-minute data before the filtering was performed with a 45-minute window. Data sets at 10-minute resolution were processed with a 50-minute window. The variability signal was calculated as the differences between the 5- or 10-minute resolution data and the trend. The variability was calculated as the standard deviation of the variability signal.
Figure 12 shows the resulting variability plotted against the peak load for the region. A trend line is shown for the data shown in blue. The trend shows a clear linear relationship between variability and the size of the region (peak load). 

[bookmark: _Ref366684209][bookmark: _Toc420968017]Figure 12. Variability results for high resolution data sets
A smaller subset of the data was analyzed to see if the variability was dependent on season. Figure 13 shows the results of this analysis. The plots show the variation from season is minimal, and there is not a consistent seasonal pattern seen between the areas.

[bookmark: _Ref366702741][bookmark: _Toc420968018]Figure 13. Seasonal variability for Long Island, New York (LI), New York City, New York (NYC), ISO-NE, NYISO, SPP, MISO, PJM
[bookmark: _Toc419582129][bookmark: _Toc420935164][bookmark: _Toc420967942]Study Scenario Setup
In this section NREL details the processes used to site generation from the ReEDS capacity retirement and expansion simulations to the UC&D model. 
[bookmark: _Toc419582130][bookmark: _Toc420935165][bookmark: _Toc420967943]Conversion of ReEDS Thermal Fleet Results Into PLEXOS Generators
The ReEDS capacity retirement and expansion results were used to modify the existing thermal generation fleet in the ERGIS regions. As previously explained, ReEDS determines the total amount of capacity to retire, as well as a total amount of new capacity to build, by ReEDS region (Figure 1) and generator type. ReEDS does not model individual generators but instead total capacity in each ReEDS region. Therefore, a method for selecting individual units from the PLEXOS database for retirement was developed for ERGIS. In each region where ReEDS indicated retirements should occur, the generators of that type in that region were retired starting with the smallest units and increasing until the indicated capacity was reached. This method was based on the assumption that smaller units would typically be more expensive to operate or upgrade with new environmental controls and would therefore be the most likely to retire.
ReEDS also does not provide individual units when expansion is needed, so a method was developed for sizing and siting new units. In regions where ReEDS indicated new units would be built, new units were placed at buses where retirements had occurred. If insufficient capacity had been retired in that region, additional new units were placed on buses on the high-voltage network. ReEDS determined that only CC and CT units would be built. All new CC units were assumed to be 500 MW in size and CT units were assumed to be 100 MW in size. These units were assumed to have low heat rates in their respective categories but otherwise had the same characteristics as the existing units in their categories.
[bookmark: _Toc419239909][bookmark: _Toc420935166][bookmark: _Toc420967944]Siting Wind Plants
The wind data are representative of aggregated wind plants that are the size and location of potential future wind facilities. When the data were created, an effort was made to match existing and planned wind sites with the database; however, in some instances the existing capacity and ultimate build-out capacity did not match. 
Wind scenarios were built based upon the ReEDS allocation of wind generation to each of the ReEDS regions in the EI. For each ReEDS region a list of all EWITS wind facilities was built. The list was ordered such that the existing plants would be selected first and then new facilities would be added in descending capacity factor order. The capacity factor was taken as the average capacity factor over the 3 years of data in the EWITS database. Plants were added until the ReEDS generation target was met.[footnoteRef:6] If there were more existing sites in the region than were required to meet the energy target, all of the existing sites were included in the siting. This occurred in several states, such as Minnesota, where the target was calculated at about 8 TWh and the siting from the database contained about 18 TWh. The siting lists were compared and if necessary the lists were adjusted so that the higher-penetration scenarios were supersets of the lower-penetration scenarios (i.e., all of the LowVG plants were included in the RTx10 scenario and all of the RTx10 plants were included in the RTx30 and ITx30 scenarios). [6:  The ReEDS and EWITS data sets have different average capacity factors for wind, meaning that 1 MW of wind in the ReEDS model represents a different amount of generation than 1 MW of wind in the EWITS data. Because the ReEDS constraints were formulated in terms of energy penetration, the EWITS sites were selected to meet the ReEDS energy generation levels rather than the ReEDS capacity amounts.] 

[bookmark: _Toc420935167]LowVG Wind Resources
The LowVG scenario contains the VG resources that were in operation in 2012. Wind resources were chosen based on the assignments from the EWITS data set. Appendix XX lists the installed wind capacity and energy penetration for each state for this scenario.
[bookmark: _Toc420935168]RTx10 Wind Resources
All of the plants in the LowVG scenario were included in the RTx10 scenario, and then additional plants were selected to meet the requirements as given by the ReEDS model. Appendix XX lists the installed wind capacity and energy penetration for each state in this scenario.
In a few cases there were not sufficient resources available in the EWITS data set within a state to satisfy the state’s RPS requirement. Connecticut fell short by more than 2,700 GWh. Additional wind resources were developed in New York and exported to Connecticut to make up this difference. A similar situation happened in Maryland where a target of approximately 10,000 GWh fell short by over 7,300 GWh. Resources from both Virginia and West Virginia were selected to make up this difference. In some cases offshore resources were chosen to meet the RPS target. This was true for Connecticut, Massachusetts, Michigan, North Carolina, New Jersey, and Wisconsin. 
[bookmark: _Toc420935169]RTx30 Wind Resources
All of the plants in the RTx10 scenario were included in the RTx30 scenario, and then additional plants were selected to meet the requirements as given by the ReEDS model. Appendix XX lists the installed wind capacity and energy penetration for each state in this scenario.
[bookmark: _Toc420935170]ITx30 Wind Resources
All of the plants in the RTx10 scenario were included in the ITx30 scenario, and then additional plants were selected to meet the requirements as given by the ReEDS model. Appendix XX lists the installed wind capacity and energy penetration for each state in this scenario.
Figure 14 shows the wind capacity distribution for each state in the four ERGIS scenarios.
[image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap LowVG Wind Letter-01.jpg] [image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap RTx10 Wind Letter-01.jpg]  [image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap RTx30 Wind Letter-01.jpg]
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[bookmark: _Ref407703112][bookmark: _Toc420968019]Figure 14. Installed wind capacity by state for each of the ERGIS scenarios: LowVG (first), RTx10 (second), RTx30 (third), ITx30 (fourth)
[bookmark: _Toc420935171][bookmark: _Toc420967945]Siting PV Plants
PV resources were sited using one technique for distributed resources (rooftop PV) and another for utility-scale PV facilities. 
Distributed resources were allocated on a county-by-county basis by allocating the required energy for each ReEDS region across all of the counties in that region in proportion to the county population. Not all states initially had distributed PV allocations based on the ReEDS results; this is because ReEDS constraints were applied at the macro region (RTO/ISO, or NERC region, as shown in Figure 1) and EI levels. NREL applied a minimum penetration for each state of 2% distributed for ISO-NE, MISO, NYISO, PJM, and SPP; 6% for all of SERC; and 10% for FRCC. Where a state did not get enough allocation to fulfill this distributed requirement, the appropriate minimum was applied and that energy was shifted from other states in the macro area.
Several constraints were applied to keep the allocations at reasonable levels and control the number of distributed facilities that would be required. PV capacity requirements were estimated by calculating average capacity factors for each region from the ReEDS PV results. Next, the maximum allowable capacity in an area was limited to 1 kW/person except in Florida where it was limited to 1.5 kW/person. This target represents a reasonable maximum for full build out of residential and commercial rooftop PV and was used as the maximum for the WWSIS-2 study. A county would not be considered for distributed PV if its population density was below 100 persons/square mile. This limit was used to control the number of counties that would have distributed PV sited by eliminating areas that would have small installed capacity.
Once the total energy for the county was determined, an appropriate number of locations were selected within that county to represent a reasonable energy density. No attempt was made to allocate to population densities below the county level (e.g., by spreading across counties by population), and grids were selected by proximity to the county centroid.
Utility-scale PV plants were sited based on global horizontal irradiance from the NREL global horizontal irradiance resource maps. The energy requirements for each ReEDS region were determined by subtracting any distributed PV from the total required for the region. Estimated capacity requirements were made by calculating average capacity factors for each region and applying those to the energy requirements. For each region the resource and population maps were overlaid. Areas with the best resources were selected first but cities and towns were avoided. Some qualitative effort was made to distribute some of the resources throughout the region even if some lower-quality sites were selected. The utility-scale PV was initially over-sited by 20% to allow some flexibility in the final selection of sites and to be sure enough capacity was sited. 
[bookmark: _Toc420935172]LowVG PV Resources 
The LowVG scenario has very little PV generation. The energy targets for this scenario were developed based on ReEDS region estimates for 2012 production. Based on the ReEDS regions, plants were selected from the ERGIS pool to closely match the regional energy targets. Final adjustments were made to exactly match the ReEDS energy though scaling on a region-by-region basis of the ERGIS profiles. Appendix XX lists the installed PV capacity and energy penetration for each state in this scenario.
[bookmark: _Toc420935173]RTx10 PV Resources 
The requirements from ReEDS were matched against the PV sites developed for this study. The requirement was allocated 60% as utility-scale PV and 40% as rooftop (distributed) PV, where possible. Pennsylvania and Ohio had very small allocations to utility-scale PV so the difference was made up by increasing the share of rooftop PV.
Appendix XX lists the installed PV capacity and energy penetration for each state in this scenario.
[bookmark: _Toc420935174]RTx30 PV Resources 
Appendix XX lists the installed PV capacity and energy penetration for each state in this scenario. Table 7 details the PV data for the RTx30 by ERGIS region.

[bookmark: _Ref407712038][bookmark: _Toc420968124]Table 7. RTx30 PV Penetration by Region
	
	Rooftop
	Utility-Scale PV
	Total

	Region
	Capacity (MW)
	Energy (GWh)
	Penetra-tion
	Capacity (MW)
	Energy (GWh)
	Penetra-tion
	Capacity (MW)
	Energy (GWh)
	Penetra-tion

	FRCC
	22,276
	31,505
	12%
	29,473
	48,091
	18%
	51,749
	79,596
	30%

	ISO-NE
	2,507
	2,848
	2%
	3,120
	3,966
	3%
	5,626
	6,814
	5%

	MISO
	11,814
	13,618
	2%
	14,520
	20,538
	3%
	26,333
	34,156
	5%

	NYISO
	2,868
	3,271
	2%
	3,882
	4,923
	3%
	6,750
	8,194
	5%

	PJM
	12,398
	14,767
	2%
	15,831
	22,502
	3%
	28,229
	37,269
	5%

	SERC without VACAR
	30,025
	38,846
	6%
	38,803
	57,014
	9%
	68,828
	95,861
	15%

	SPP
	4,197
	5,773
	2%
	4,954
	8,944
	3%
	9,151
	14,717
	5%

	VACAR
	9,919
	13,284
	6%
	12,879
	20,018
	9%
	22,798
	33,302
	15%


[bookmark: _Toc420935175]ITx30 PV Resources 
Appendix XX lists the installed PV capacity and energy penetration for each state in this scenario. Table 8 shows the PV energy penetration by ERGIS region for the ITx30 scenario.
[bookmark: _Ref407713047][bookmark: _Toc420968125]Table 8. ITx30 PV Penetration by Region
	 
	Rooftop
	Utility-Scale PV
	Total

	Region
	Capacity (MW)
	Energy (GWh)
	Penetra-tion
	Capacity (MW)
	Energy (GWh)
	Penetra-tion
	Capacity (MW)
	Energy (GWh)
	Penetra-tion

	FRCC
	16,081
	22,743
	9%
	29,473
	34,177
	13%
	51,749
	56,920
	21%

	ISO-NE
	1,005
	1,142
	1%
	3,120
	1,246
	1%
	5,626
	2,388
	2%

	MISO
	5,934
	6,840
	1%
	14,520
	10,305
	2%
	26,333
	17,145
	3%

	NYISO
	1,438
	1,640
	1%
	3,882
	2,419
	1%
	6,750
	4,059
	2%

	PJM
	6,199
	7,384
	1%
	15,831
	11,172
	2%
	28,229
	18,556
	3%

	SERC without VACAR
	10,038
	12,987
	2%
	38,803
	19,491
	3%
	68,828
	32,479
	5%

	SPP
	6,045
	8,315
	3%
	4,954
	12,505
	4%
	9,151
	20,820
	7%

	VACAR
	3,306
	4,428
	2%
	12,879
	6,606
	3%
	22,798
	11,033
	5%



Figure 15 shows the PV capacity for each state in the four ERGIS scenarios. [image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap LowVG Solar Letter-01.jpg]
[image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap RTx10 Solar Letter-01.jpg]
[image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap RTx30 Solar Letter-01.jpg]
[image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS State Cap ITx30 Solar Letter-01.jpg]
[bookmark: _Ref419442171][bookmark: _Toc420968020]Figure 15. Maps of the installed PV capacity in the four ERGIS scenarios
[bookmark: _Toc419582132][bookmark: _Toc420935176][bookmark: _Toc420967946]ERGIS Regions
Figure 16 shows the geographic scope of ERGIS. The EI extends from Nova Scotia in the northeast and Florida in the south to eastern portions of New Mexico and Montana. The Quebec Interconnection, which is asynchronous to the U.S. EI, is also included in the study because interchange with the Quebec Interconnection heavily influences operations in the northeast United States. The footprint for each of the study regions was developed based on 2013 RTO/ISO regions and NERC regions for non-RTO/ISO regions. The base transmission configuration for the study area includes all transmission in-service in 2010, which is shown in Figure 17. 
[image: ]
[bookmark: _Ref419124967][bookmark: _Toc420968021]Figure 16. ERGIS regions
[image: C:\Users\abloom\Dropbox\ERGIS\Maps\ERGIS Transmission Letter-01.jpg]
[bookmark: _Ref420763513][bookmark: _Ref420865023][bookmark: _Toc420968022]Figure 17. Base transmission network
Table 9 shows the total installed capacity by generator type of the entire study system for the U.S. EI in 2010 and the ERGIS 2026 study scenarios. The Canadian system and the individual U.S. ERGIS regions are described individually below.
[bookmark: _Ref419441502][bookmark: _Toc420968126]Table 9. Installed Capacity of the EI in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	7
	23
	102
	179
	217

	PV
	0
	1
	4
	182
	91

	Nuclear
	105
	102
	102
	102
	102

	Coal
	298
	230
	230
	230
	230

	Gas CC
	165
	173
	173
	173
	173

	CT/Gas Boiler
	166
	148
	148
	148
	148

	Hydro
	85
	87
	87
	87
	87

	Other
	55
	22
	22
	22
	22


[bookmark: _Toc420935177]Canadian Provinces
ERGIS includes a full representation of each of the Canadian provinces connected to the U.S. EI. This includes Saskatchewan, Manitoba, Ontario, Quebec, and New Brunswick. Each province is modeled as its own region in the model, with identical modeling treatment to U.S. regions. Table 10 shows the total installed capacity by generator type of the Canadian provinces.
[bookmark: _Ref419489613][bookmark: _Toc420968127]Table 10. Installed Capacity of the Canadian Provinces in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	0
	0
	0
	0

	PV
	0
	0
	0
	0
	0

	Nuclear
	15
	12
	12
	12
	12

	Coal
	13
	7
	7
	7
	7

	Gas CC
	7
	5
	5
	5
	5

	CT/Gas Boiler
	7
	3
	3
	3
	3

	Hydro
	58
	59
	59
	59
	59

	Other
	1
	0
	0
	0
	0


[bookmark: _Toc416790946][bookmark: _Toc420935178]Florida Reliability Coordinating Council
FRCC is a NERC regional entity. All generators and transmission elements in this region are assumed to be coordinated within the FRCC footprint. The region includes a variety of municipal and cooperative power systems as well as several independent power producers and investor-owned utilities. Table 11 shows the total installed capacity by generator type of the FRCC region.
[bookmark: _Ref419489625][bookmark: _Toc420968128]Table 11. Installed Capacity of FRCC in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	0
	0
	0
	0

	PV
	0
	0
	0
	43
	30

	Nuclear
	3
	3
	3
	3
	3

	Coal
	11
	10
	10
	10
	10

	Gas CC
	26
	42
	42
	42
	42

	CT/Gas Boiler
	17
	10
	10
	10
	10

	Hydro
	0
	0
	0
	0
	0

	Other
	4
	0
	0
	0
	0


[bookmark: _Toc416790951][bookmark: _Toc420935179][bookmark: _Toc416790947]SERC Reliability Corporation
SERC is a NERC regional entity for much of the central and southeastern United States. In this study, NREL combines the generation and transmission assets of Georgia, the Florida panhandle, Alabama, South Carolina, North Carolina, Tennessee, and parts of Kentucky and Mississippi into one region. The most notable difference in the traditional SERC boundaries and the ERGIS regions is with respect to SERC regional members that are part of an RTO/ISO. Bulk power facilities associated with the SERC reliability region, which are members of an RTO/ISO, are modeled as members of the RTO/ISO region, and not the NERC reliability region. The ERGIS SERC region includes several investor-owned utilities, numerous municipal and cooperatives, and independent power producers. Table 12 shows the total installed capacity by generator type in the SERC region.
[bookmark: _Ref419489637][bookmark: _Toc420968129]Table 12. Installed Capacity of SERC in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	0
	1
	4
	4

	PV
	0
	0
	0
	60
	20

	Nuclear
	25
	25
	25
	25
	25

	Coal
	64
	49
	49
	49
	49

	Gas CC
	29
	23
	23
	23
	23

	CT/Gas Boiler
	28
	22
	22
	22
	22

	Hydro
	11
	11
	11
	11
	11

	Other
	10
	6
	6
	6
	6


[bookmark: _Toc416790948][bookmark: _Toc420935180]Midcontinent Independent System Operator
MISO is an RTO/ISO market region and the largest geographic region in ERGIS. During the multi-year ERGIS study, Entergy joined MISO, enlarging its footprint to extend from the Gulf of Mexico in Mississippi to the northern-most states of the contiguous United States. The modeled footprint of MISO generally follows the market footprint of MISO, with a few noteworthy exceptions. First, the non-RTO/ISO service territories of Missouri that are neither part of MISO nor the SPP were included as part of the MISO to simplify modeling. Another deviation from current borders is the inclusion of the Western Area Power Administration (WAPA), Basin Electric Power Cooperative, and Heartland Consumers Power District in the MISO ERGIS region. In late 2014 these regions received approval to join SPP from the Federal Energy Regulatory Commission (FERC). Because the ERGIS regions were formed in 2013, NREL was unable to update the market footprint for the study. Table 13 shows the total installed capacity by generator type of the MISO region.
[bookmark: _Ref419489646][bookmark: _Toc420968130]Table 13. Installed Capacity of MISO in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	4
	12
	39
	54
	83

	PV
	0
	0
	0
	29
	14

	Nuclear
	15
	15
	15
	15
	15

	Coal
	90
	75
	75
	75
	75

	Gas CC
	38
	26
	26
	26
	26

	CT/Gas Boiler
	43
	31
	31
	31
	31

	Hydro
	5
	5
	5
	5
	5

	Other
	8
	4
	4
	4
	4


[bookmark: _Toc416790952][bookmark: _Toc420935181]Southwest Power Pool
The SPP ERGIS region extends from the far western edge of the U.S. EI in New Mexico to northern Louisiana and Nebraska. In this study, NREL adopted the SPP RTO/ISO market region boundaries as they existed in 2013. As discussed Section 3.3.3.4, several organizations that were recently approved to join the SPP are modeled as members of MISO. It is to be expected that this difference in modeling representation and actual system footprints will result in some inherent differences in the regional impact of high penetrations of renewables. Conceivably, because the geographic extent of SPP is larger, in reality, than is modeled in our study, the regional impacts of high penetration of wind and PV may be mitigated by the geographic diversity of the expanded market region. 
[bookmark: _Ref419441507]Table 14 shows the total installed capacity by generator type of the SPP region.
[bookmark: _Toc420968131]Table 14. Installed Capacity of SPP in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	2
	6
	27
	42
	60

	PV
	0
	0
	0
	10
	11

	Nuclear
	3
	3
	3
	3
	3

	Coal
	27
	22
	22
	22
	22

	Gas CC
	14
	9
	9
	9
	9

	CT/Gas Boiler
	20
	11
	11
	11
	11

	Hydro
	2
	2
	2
	2
	2

	Other
	2
	0
	0
	0
	0


[bookmark: _Toc420935182]PJM Interconnection
PJM is the largest power pool in North America. The region includes major population hubs like Washington, D.C.; Philadelphia; and Chicago. Though geographically smaller than many other ERGIS regions, PJM has the largest load in the study. The ERGIS region for PJM largely mimics the actual market region in 2013. Table 15 shows the total installed capacity by generator type of the PJM region.
[bookmark: _Ref419489658][bookmark: _Toc420968132]Table 15. Installed Capacity of PJM in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	4
	22
	59
	51

	PV
	0
	0
	3
	28
	13

	Nuclear
	34
	34
	34
	34
	34

	Coal
	87
	62
	62
	62
	62

	Gas CC
	28
	50
	50
	50
	50

	CT/Gas Boiler
	36
	52
	52
	52
	52

	Hydro
	3
	3
	3
	3
	3

	Other
	17
	7
	7
	7
	7


[bookmark: _Toc416790949][bookmark: _Toc420935183]New York Independent System Operator
NYISO is a single-state independent system operator. In ERGIS, NYISO is modeled with its traditional market footprint. 
[bookmark: _Ref419489664]Table 16 shows the total installed capacity by generator type of the NYISO region.
[bookmark: _Toc420968133]Table 16. Installed Capacity of NYISO in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	1
	10
	10
	11

	PV
	0
	0
	0
	6
	3

	Nuclear
	5
	5
	5
	5
	5

	Coal
	3
	2
	2
	2
	2

	Gas CC
	9
	8
	8
	8
	8

	CT/Gas Boiler
	13
	12
	12
	12
	12

	Hydro
	5
	5
	5
	5
	5

	Other
	5
	1
	1
	1
	1


[bookmark: _Toc416790950][bookmark: _Toc420935184]New England Independent System Operator
ISO-NE is comprised of all resources and associated transmission elements in the New England states of Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont. As in NYISO, the ERGIS region is exactly the same as the market region. Table 17 shows the total installed capacity by generator type of ISO-NE.
[bookmark: _Ref419489671][bookmark: _Toc420968134]Table 17. Installed Capacity of ISO-NE in 2010 and Each ERGIS Scenario
	Generator Type
	Installed Capacity (GW)

	
	2010
	LowVG
	RTx10
	RTx30
	ITx30

	Wind
	0
	1
	4
	10
	9

	PV
	0
	0
	1
	5
	2

	Nuclear
	5
	5
	5
	5
	5

	Coal
	4
	2
	2
	2
	2

	Gas CC
	14
	10
	10
	10
	10

	CT/Gas Boiler
	3
	6
	6
	6
	6

	Hydro
	2
	2
	2
	2
	2

	Other
	8
	3
	3
	3
	3



[bookmark: _Toc419582133][bookmark: _Toc420935185][bookmark: _Toc420967947]Final Generator Locations
Figure 18 shows the locations of all of the generators in the Eastern and Quebec Interconnections as modeled in ERGIS.
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[bookmark: _Ref411254024][bookmark: _Toc420968023]Figure 18. Location of generators in the Eastern and Québec Interconnections
[bookmark: _Toc419239912][bookmark: _Toc416790974][bookmark: _Toc419582134][bookmark: _Toc420935186][bookmark: _Toc420967948]Load Growth
Coincident load and wind and PV data years are important for maintaining the correlation between weather-driven load and wind and PV generation patterns. For ERGIS, hourly load data from 2006 was obtained and scaled to reach projected 2026 load levels. 
The following process was used to develop scale factors to increase 2006 load profiles to 2026 forecasted load levels. First, the 2006 hourly load profiles for each region were created by summing Ventyx Velocity Suite 2006 hourly profiles for the Ventyx transmission zones within each of the ERGIS sub-regions. Then scaling factors for each sub-region were calculated to increase 2006 load shapes to 2026 magnitudes. The scaling factors were applied uniformly to each hour of the year so that the peak load and average load grew by the same amount.
No single data source was available that could scale 2006 load to 2026 levels, so two scaling steps were performed. The first step scaled 2006 load to 2011 levels, and the second step scaled 2011 loads to projected 2026 levels.
The first scale factor used 2006 to 2011 state retail load data (EIA 2015b). For this process, the increase or decrease in load from 2006 to 2011 was found for each state in the U.S. EI.
The second scale factor used EIA AEO projected growth in retail electricity sales for each of the National Energy Modeling System (NEMS) Electricity Market Module (EMM) regions (EIA 2011a). Scale factors for 2011 to 2026 were calculated as the projected 2026 load divided by the 2011 load for each EMM region.
To combine the two sets of scale factors, the state scale factors had to be aggregated to the EMM regions. This was done by mapping the states to the EMM regions and then calculating a load-weighted scale factor for each region. The two sets of scale factors were then compounded to get an aggregate for the entire 2006–2026 period for each EMM region.
Once the scales for the EMM regions were complete, the scaling factors for the individual ERGIS sub-regions were assigned. The final load scaling factors for individual regions are shown in Appendix XX. Load growth for individual regions for the entire 2006-2026 period range from 1% to over 20%. Table 18 summarizes the load growth for the U.S. EI between 2006 and 2026, which increases by about 11%.
[bookmark: _Ref419442467][bookmark: _Toc420968135]Table 18. U.S. EI Load Growth Summary
	2006 U.S. EI Load
	2,913 TWh

	2026 U.S. EI Load
	3,238 TWh

	U.S. EI Load Growth 2006–2026
	11.14% 


[bookmark: _Toc419582135][bookmark: _Toc420935187][bookmark: _Toc420967949]EIPC Transmission Expansions
Because ERGIS is not a transmission planning study, NREL adopted the transmission expansions created by the EIPC Phase II study and applied them to the ERGIS scenarios. The EIPC Phase II study generated three transmission expansions targeted at three different future scenarios (EIPC 2012).
EIPC’s Scenario 3 assumed business-as-usual, with comparatively small additions of transmission capacity. This scenario is similar to the ERGIS LowVG scenario so this transmission expansion was therefore used as such. Figure 19 shows EIPC’s Scenario 3 transmission expansion.
EIPC’s Scenario 2 assumed that a national RPS was implemented on a regional basis. The transmission expansion in this scenario consisted of larger regional collector systems in SPP and MISO as well as additional capacity in the PJM territory. This transmission expansion was adopted for the ERGIS RTx10 and RTx30 scenarios. Figure 20 shows EIPC’s Scenario 2 transmission expansion.
EIPC’s Scenario 1 assumed that a nationally implemented carbon constraint was put in place. This resulted in large deployments of energy efficiency and demand response, as well as a large expansion of renewable generation technologies. This scenario also included a large transmission network expansion to support exchanging large amounts of power between regions. This transmission expansion was the largest of the three EIPC scenarios and features several HVDC lines. This transmission expansion was applied the ERGIS ITx30 scenario. A map of EIPC’s Scenario 1 transmission expansion is shown in Figure 21.
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[bookmark: _Ref418609839][bookmark: _Toc420968024]Figure 19. Map showing the EIPC Phase II Scenario 3 transmission expansion overlaid on the ERGIS regions. This expansion was used in the LowVG.
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[bookmark: _Ref418609832][bookmark: _Toc420968025]Figure 20. Map showing the EIPC Phase II Scenario 2 transmission expansion overlaid on the ERGIS regions. This expansion was used in RTx10 and RTx30.
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[bookmark: _Ref418609827][bookmark: _Toc420968026]Figure 21. Map showing the EIPC Phase II Scenario 1 transmission expansion overlaid on the ERGIS regions. This expansion was used in ITx30.
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[bookmark: _Toc420935188][bookmark: _Toc420967950]Analysis of Wind, PV, and Load Data
[bookmark: _Toc407115477]An analysis was performed to understand the characteristics of the aggregate VG data and how it interacts with the load. This analysis examined the nature and variability of wind and PV generation and net load. The analysis is done at varying timeframes from annual down to 5-minute variations.
[bookmark: _Toc416790978][bookmark: _Toc419112847][bookmark: _Toc420935189][bookmark: _Toc420967951]Annual Analysis
Table 19 shows a summary of the load and VG statistics for the ERGIS scenarios. The load data are constant across the four scenarios. Each of the scenarios has different wind and PV resources, as described in the previous chapter.
[bookmark: _Ref399787549][bookmark: _Toc420968136]Table 19. General Load and VG Data Statistics
	 
 
	Scenario

	
	LowVG
	RTx10
	RTx30
	ITx30

	Load
	Minimum (GW)
	245
	245
	245
	245

	
	Average (GW)
	373
	373
	373
	373

	
	Maximum (GW)
	636
	636
	636
	636

	
	Total Energy (TWh)
	3,265
	3,265
	3,265
	3,265

	
	Load Factor
	59%
	59%
	59%
	59%

	PV
	Average (GW)
	0
	1
	35
	19

	
	Maximum (GW)
	1
	3
	150
	73

	
	Total Energy (TWh)
	1
	6
	310
	164

	Wind
	Average (GW)
	10
	43
	73
	90

	
	Maximum (GW)
	20
	85
	146
	174

	
	Total Energy (TWh)
	85
	376
	642
	793

	Total VG
	Minimum (GW)
	1
	8
	17
	23

	
	Average (GW)
	10
	44
	109
	109

	
	Maximum (GW)
	20
	87
	264
	223

	
	Total Energy (TWh)
	86
	382
	952
	957

	Net Loada
	Minimum (GW)
	231
	187
	71
	103

	
	Average (GW)
	363
	329
	264
	263

	
	Maximum (GW)
	626
	586
	550
	530

	
	Total Energy (TWh)
	3,179
	2,883
	2,313
	2,308

	
	Load Factorb
	58%
	56%
	48%
	50%

	Other
	Eff. Peak Reductionc
	2%
	8%
	13%
	17%

	
	Penetration at Peak Load
	2%
	9%
	26%
	26%

	
	Average Penetration
	3%
	12%
	29%
	29%


a Net load is defined as actual load minus wind and PV generation.
b Net load factor = Average net load/peak net load
c Effective peak reduction is the reduction of the maximum load to the maximum net load.
Figure 22 shows duration plots for wind, PV, total VG, and net load for the four study scenarios. The total VG production is produced by summing the wind and PV time series and then performing the sort for the duration plot.
The LowVG and RTx10 scenarios contain almost no PV so their VG resources follow the wind curves. The LowVG scenario contains minimal VG resources so the impact net load curve is also minimal.
The RTx30 scenario has approximately twice the PV of the ITx30 scenario, as can be seen in the PV plot. Note that the two 30% scenarios have significantly different peak values and the ITx30 scenario provides a slightly flatter duration curve. This means that the VG production varies less over the year in this scenario compared to the RTx30 scenario.
It is interesting that the net load duration curves for the RTx30 and ITx30 overlay almost exactly while the VG duration curves for the same scenarios do not. The area under the curves is the same because both the RTx30 and ITx30 had 30% VG target. However, the different shapes in the VG duration curve indicate that the RTx30 scenario had more variation compared to the ITx30 scenario.
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[bookmark: _Ref405274661][bookmark: _Toc420968027]Figure 22. Duration plots for wind, PV, and net load
[bookmark: _Toc407115478][bookmark: _Toc416790979][bookmark: _Toc419112848][bookmark: _Toc420935190][bookmark: _Toc420967952]Monthly Energy and Variability
The VG varies from month-to-month with the annual patterns of wind and PV production. Figure 23 shows how the wind and PV vary for the four scenarios. Recall that the RTx30 scenario has 20% wind and 10% PV energy penetration while the ITx30 scenario has 25% wind and 5% PV penetration. Note also that the RTx10 contains mostly wind resources and only has a minor amount of PV and the LowVG has nearly zero PV resources.
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[bookmark: _Ref405275985][bookmark: _Toc420968028]Figure 23. Monthly total VG production for the four scenarios
Figure 24 shows a different view of the monthly production data by looking at each resource separately for the four scenarios. The annual patterns for wind and PV resources are very clear in this figure.
Wind resources follow a pattern with maximum production in the winter months and minimum production during the summer. PV production peaks in the late spring and is at its minimum in winter. The combination of these characteristics leads to a total VG that is much flatter across the months than wind or PV. VG tends to peak in winter and early spring and drop to its minimum in summer.
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[bookmark: _Ref405276228][bookmark: _Toc420968029]Figure 24. Wind, PV, and total VG production by month and scenario
[bookmark: _Toc407115479][bookmark: _Toc416790980][bookmark: _Toc419112849][bookmark: _Toc420935191][bookmark: _Toc420967953]Diurnal Variability
Load and VG resources typically show patterns over the day. Load typically peaks in the late afternoon and ebbs at night. Wind patterns vary by region, but in general, wind is highest at night and lowest in the afternoon. PV resources show the obvious daily patterns of night and the arc of the sun during the day. Variability also shows daily patterns.
Figure 25–Figure 28 show variability of wind, PV, and total VG for each of the four study scenarios. The figures show diurnal variability as hourly statistics. These statistics are computed for each hour taken over the year of data for the entire U.S. EI by calculating the change in value one hour to the next. The PV variability is calculated as a short-term forecast error from a forecast that assumes cloudiness persistence through each hour. Using this method, changes in output due to changing sky conditions can be reasonably isolated from those purely due to the predictable arc of the sun.
Negative deltas indicate that less output was seen than was expected (delta = actual – forecast) while positive deltas indicate more output was seen compared to predicted. For each hour, the mean variability is shown as a diamond; plus and minus one standard deviation from the mean are the green bars; and the minimum and maximum values are shown as whiskers on the bars.  
The solid line shown on the plots gives the hourly average actual net load and is represented on the right-hand scale. The net load is useful to show the relationship between the wind, PV, and VG variability and the total effect on the load. Note that the scales are different for each plot.
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[bookmark: _Ref405230825][bookmark: _Ref405230863][bookmark: _Toc420968030]Figure 25. Diurnal variability for the LowVG scenario
For PV, the largest standard deviations and extremes occur in the morning with relatively low variability during the afternoon hours. The high standard deviation seen in hours 8 and 9 is related to uncertainty surrounding the cloudiness at and immediately following dawn. The fact that these values are negative indicates that the forecast is for a higher value than actually occurs. This is the condition when it is cloudy at dawn and it was predicted to be clear. There are also higher extreme values seen late in the day. This is due to uncertainty surrounding production just before sunset. On a limited number of days during the year there, the method predicts much lower output than is realized. Wind sees its highest variability through the afternoon with the lowest overnight.
Figure 26 shows the diurnal variability for the RTx10 scenario. 
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[bookmark: _Ref405233129][bookmark: _Toc420968031]Figure 26. Diurnal variability for the RTx10 scenario
Figure 27 shows the variability for the RTx30 scenario. The wind variability shape follows the same pattern at the lower penetration scenarios with appropriately higher values. The PV pattern is also similar, but there is an extreme minimum value at noon that is seen in both the Regional and ITx30 scenarios. This appears to be due to a particularly steep ramp in Florida in the late morning probably due to fog and low output in SERC and PJM for the day.
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[bookmark: _Ref405233949][bookmark: _Toc420968032]Figure 27. Diurnal variability for RTx30 scenario
Finally, Figure 28 shows the diurnal variability for the ITx30 scenario. The pattern is very similar to the RTx30 scenario with larger variability in the wind and lower in PV. The RTx30 scenario net load shows a small rise around dawn and lower load around noon compared to the national. Overall, the net load for the ITx30 scenario appears somewhat “flatter” compared to the RTx30 scenario. Again there is a large negative extreme value in PV seen at noon that is due to a single day with high PV penetration regions seeing unusual profiles.
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[bookmark: _Ref405232806][bookmark: _Toc420968033]Figure 28. Diurnal variability for ITx30 scenario
The net load profile also shows a seasonal component to its diurnal pattern. Figure 29 shows the seasonal average net load profiles for the four study scenarios. The LowVG scenario curves are sustainably the same as the load profile. With the high PV component in the RTx30 scenario, there is substantial distortion of that pattern in all seasons and pushing the peak net load time to later in the evening after the sun sets. The ITx30 scenario shows the flattest profiles, particularly in fall, winter, and spring.
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[bookmark: _Ref405235200][bookmark: _Toc420968034]Figure 29. Average seasonal net load profiles
[bookmark: _Toc407115480][bookmark: _Toc416790981][bookmark: _Toc419112850][bookmark: _Toc420935192][bookmark: _Toc420967954]Hourly Variability
Hourly variability measures how much the output unpredictably varies from one hour to the next. For the purposes of this section, NREL assumes a persistence forecast to predict what the VG value will be in the next hour. For wind this is a straightforward process. In the context of PV plant output, the predictable arc of the sun needs to be removed. This is done by assuming from one hour to the next that the cloudiness of the sky stays the same. A forecast of what the output should be at the end of the hour is made based on that cloudiness and the change in the sun’s position. The variability for the hour is then the difference from that forecast and the realized value from the data set.
The calculation of the hourly variability is very sensitive at sunrise to the sky cloudiness condition. With the method used, the sky conditions are not known before the sunrise. This leads to missed predictions that manifest as large ramps as the sun is rising. This happens when clear skies are forecast around dawn, and it is actually cloudy. This leads to over-forecasting of output, which results in the prediction of a ramp that does not occur.
Figure 30 shows the distribution of the one-hour variability of VG for the four study scenarios. The plot on the right shows details of the tails of the distributions. The x-axis shows the hour-to-hour changes in net load, and the y-axis shows the number of hours per year that the change is seen. The LowVG has the narrowest distribution owing to the small amount of VG in the scenario. Of more interest is the relationship between the RTx30 and ITx30. Those scenarios have roughly the same VG energy but have different distributions. The ITx30, with its higher proportion of wind, has wider tails indicating more extreme values are seen.
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[bookmark: _Ref413355966][bookmark: _Toc420968035]Figure 30. Distribution of hourly VG with detail of distribution tails
Figure 31 shows a different view of by aggregating variability at the hourly level and showing that aggregation by season. The variability changes by time of day and by season of the year. All seasons see an increase in variability in the morning and decrease overnight. Summer shows the most dramatic change in the morning going from an average of -5,000 MW change from hour 6 to hour 7 and reaching about 6,500 MW around hour 11. The hour-7 variability is a decrease in wind just before dawn, and fast positive changes are due to the uncertainty around dawn. Variability then falls off in the afternoon as the sun starts to lower in the sky. The rise to positive values in the evening is the increase of wind in the late day.
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[bookmark: _Ref413355026][bookmark: _Ref413356092][bookmark: _Toc420968036]Figure 31. Daily variation in hourly VG data by month
Table 20 summarizes one-hour VG statistics for each of the scenarios by region. This table includes the variability for the combined wind and PV hourly production. The capacity row is the sum of the wind and PV capacity in the region and is the basis for percentage rows. For the two rows, “Drops > 3 sigma” and “Rises > 3 sigma”, the sigma referred to is the standard deviation of the hourly load deltas.
[bookmark: _Ref405356973][bookmark: _Toc420968137]Table 20. Hourly Variability Statistics for Total VG
	Region
	 
	FRCC                                                                            
	ISO-NE                                                                          
	MISO                                                                            
	NYISO                                                                           
	PJM ISO                                                                         
	SERC                                                                            
	SPP                                                                             
	U.S. EI

	LowVG Scenario

	Capacity
	MW
	85
	853
	12,503
	1,304
	3,687
	193
	6,124
	24,749

	Sigma
	MW
	5
	40
	421
	71
	137
	5
	268
	629

	
	%
	5%
	5%
	3%
	5%
	4%
	3%
	4%
	3%

	Largest Pos.
	MW
	-31
	-188
	-2,263
	-389
	-685
	-32
	-1,055
	-2,917

	Ramp
	%
	-37%
	-22%
	-18%
	-30%
	-19%
	-17%
	-17%
	-12%

	Drops > 3 sigma
	0
	0
	0
	0
	0
	0
	0
	0

	Largest Neg.
	MW
	38
	231
	2,078
	338
	918
	34
	1,444
	2,782

	 Ramp
	%
	45%
	27%
	17%
	26%
	25%
	18%
	24%
	11%

	Rises > 3 sigma
	0
	0
	0
	0
	0
	0
	4
	0

	RTx10 Scenario

	Capacity
	MW
	
	7,354
	38,571
	10,999
	20,221
	4,084
	29,392
	110,622

	Sigma
	MW
	
	290
	1,255
	460
	631
	273
	1,168
	2,435

	
	%
	
	4%
	3%
	4%
	3%
	7%
	4%
	2%

	Largest Pos.
	MW
	
	-1,299
	-6,086
	-1,950
	-3,164
	-2,072
	-4,501
	-10,099

	Ramp
	%
	
	-18%
	-16%
	-18%
	-16%
	-51%
	-15%
	-9%

	Drops > 3 sigma
	
	27
	52
	307
	0
	0
	1,321
	0

	Largest Neg.
	MW
	
	1,704
	7,200
	1,900
	3,219
	1,881
	6,281
	11,488

	 Ramp
	%
	
	23%
	19%
	17%
	16%
	46%
	21%
	10%

	Rises > 3 sigma
	 
	42
	65
	300
	0
	0
	1,298
	0

	RTx30 scenario

	Capacity
	MW
	52,137
	15,635
	88,227
	17,803
	80,752
	88,084
	57,058
	399,695

	Sigma
	MW
	822
	423
	1,607
	478
	1,580
	1,244
	1,808
	3,939

	
	%
	2%
	3%
	2%
	3%
	2%
	1%
	3%
	1%

	Largest Pos.
	MW
	-5,202
	-1,757
	-7,217
	-2,031
	-7,898
	-5,113
	-7,656
	-16,926

	Ramp
	%
	-10%
	-11%
	-8%
	-11%
	-10%
	-6%
	-13%
	-4%

	Drops > 3 sigma
	254
	197
	185
	340
	59
	32
	2,106
	3

	Largest Neg.
	MW
	6,276
	2,456
	9,483
	2,396
	7,018
	8,673
	9,823
	17,884

	 Ramp
	%
	12%
	16%
	11%
	13%
	9%
	10%
	17%
	4%

	Rises > 3 sigma
	276
	210
	190
	334
	68
	98
	2,100
	6

	ITx30 scenario

	Capacity
	MW
	36,056
	10,896
	103,092
	16,022
	59,012
	31,187
	75,011
	331,276

	Sigma
	MW
	640
	357
	2,511
	526
	1,417
	517
	2,533
	4,974

	
	%
	2%
	3%
	2%
	3%
	2%
	2%
	3%
	2%

	Largest Pos.
	MW
	-3,844
	-1,593
	-11,561
	-2,346
	-6,945
	-2,559
	-11,371
	-20,993

	Ramp
	%
	-11%
	-15%
	-11%
	-15%
	-12%
	-8%
	-15%
	-6%

	Drops > 3 sigma
	112
	104
	761
	452
	35
	0
	2,625
	32

	Largest Neg.
	MW
	4,795
	2,036
	12,769
	2,215
	6,934
	3,493
	13,123
	22,557

	 Ramp
	%
	13%
	19%
	12%
	14%
	12%
	11%
	17%
	7%

	Rises > 3 sigma
	178
	115
	743
	449
	33
	0
	2,608
	13


Figure 32 shows the distribution for hourly net load variability. Again, the x-axis shows the hour-to-hour changes in net load with the y-axis showing the number of hours per year that the change is seen. It is clear that the load is dominating the hourly changes for all scenarios. This is because the hour-to-hour load changes are considerably larger than the changes associated with the VG. A comparison of Figure 32 and Figure 31 shows that the maximum deltas seen in VG were about 21,000 MW. Here it is shown that the changes in net load are greater than 50,000 MW. Also, Figure 32 shows the variability of the load alone (orange line). This curve is mostly obscured by the LowVG scenario, indicating that there is very little difference between the two. 
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[bookmark: _Ref413356052][bookmark: _Toc420968037]Figure 32. Distribution of net load variability with detail of distribution tails
Figure 33 also illustrates that load dominates the variability of the net load at the hourly level. This figure show the average net load changes by hour of the day for each season. These curves follow the load variability closely. The summer shows positive changes from about hour 5 to hour 18. Winter shows the same load pick-up in the morning but also shows a second increase in variability, which corresponds to the winter evening peak.
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[bookmark: _Ref405553864][bookmark: _Toc420968038]Figure 33. Daily net load variability by season
Table 21 shows the one-hour variability in net load seen in each of the scenarios. Again, the sigma referenced in “Drops” and “Rises” rows is the standard deviation of the hourly load changes.
[bookmark: _Ref405357162][bookmark: _Toc420968138]Table 21. Hourly Variability Statistics for Net Load
	Region
	 
	FRCC                                                                            
	ISO-NE                                                                          
	MISO                                                                            
	NYISO                                                                           
	PJM ISO                                                                         
	SERC                                                                            
	SPP                                                                             
	U.S. EI

	LowVG Scenario

	Capacity
	MW
	50,664
	28,928
	144,992
	33,895
	186,542
	140,572
	48,516
	634,109

	Sigma
	MW
	1,778
	867
	3,406
	876
	4,163
	3,623
	1,179
	15,022

	
	%
	4%
	3%
	2%
	3%
	2%
	3%
	2%
	2%

	Largest Pos.
	MW
	-6,937
	-2,723
	-11,450
	-2,775
	-12,964
	-9,628
	-3,575
	-43,976

	Ramp
	%
	-14%
	-9%
	-8%
	-8%
	-7%
	-7%
	-7%
	-7%

	Drops > 3 sigma
	1,558
	1,377
	1,396
	1,408
	1,357
	1,384
	1,454
	1,428

	Largest Neg.
	MW
	5,739
	2,600
	10,038
	2,787
	12,096
	9,962
	3,375
	39,034

	 Ramp
	%
	11%
	9%
	7%
	8%
	6%
	7%
	7%
	6%

	Rises > 3 sigma
	1,541
	1,380
	1,436
	1,397
	1,421
	1,552
	1,540
	1,488

	RTx10 Scenario

	Capacity
	MW
	50,673
	25,938
	135,082
	30,509
	179,806
	138,636
	44,366
	605,010

	Sigma
	MW
	1,778
	911
	3,633
	991
	4,200
	3,629
	1,660
	15,325

	
	%
	4%
	4%
	3%
	3%
	2%
	3%
	4%
	3%

	Largest Pos.
	MW
	-6,936
	-2,872
	-13,339
	-3,089
	-15,233
	-10,044
	-6,689
	-48,942

	Ramp
	%
	-14%
	-11%
	-10%
	-10%
	-8%
	-7%
	-15%
	-8%

	Drops > 3 sigma
	1,557
	1,396
	1,506
	1,560
	1,357
	1,390
	2,159
	1,509

	Largest Neg.
	MW
	5,739
	3,371
	11,639
	3,943
	12,979
	9,794
	6,126
	42,969

	 Ramp
	%
	11%
	13%
	9%
	13%
	7%
	7%
	14%
	7%

	Rises > 3 sigma
	1,543
	1,359
	1,526
	1,506
	1,393
	1,556
	2,127
	1,493

	RTx30 scenario

	Capacity
	MW
	50,188
	25,527
	128,188
	28,854
	168,144
	134,404
	37,448
	572,753

	Sigma
	MW
	1,957
	948
	3,753
	985
	4,411
	3,747
	2,164
	15,509

	
	%
	4%
	4%
	3%
	3%
	3%
	3%
	6%
	3%

	Largest Pos.
	MW
	-8,435
	-3,189
	-14,546
	-3,115
	-19,032
	-10,926
	-9,760
	-54,369

	Ramp
	%
	-17%
	-12%
	-11%
	-11%
	-11%
	-8%
	-26%
	-9%

	Drops > 3 sigma
	1,627
	1,493
	1,576
	1,557
	1,411
	1,465
	2,569
	1,556

	Largest Neg.
	MW
	7,089
	3,594
	12,506
	3,937
	14,146
	12,400
	8,118
	47,278

	 Ramp
	%
	14%
	14%
	10%
	14%
	8%
	9%
	22%
	8%

	Rises > 3 sigma
	1,757
	1,406
	1,560
	1,539
	1,456
	1,548
	2,514
	1,473

	ITx30 scenario

	Capacity
	MW
	50,673
	29,208
	152,401
	34,762
	187,818
	140,619
	50,226
	645,707

	Sigma
	MW
	1,880
	928
	4,265
	1,018
	4,370
	3,622
	2,808
	16,062

	
	%
	4%
	3%
	3%
	3%
	2%
	3%
	6%
	2%

	Largest Pos.
	MW
	-7,967
	-3,139
	-18,152
	-3,277
	-18,543
	-10,195
	-13,029
	-55,725

	Ramp
	%
	-16%
	-11%
	-12%
	-9%
	-10%
	-7%
	-26%
	-9%

	Drops > 3 sigma
	1,600
	1,428
	1,818
	1,625
	1,383
	1,397
	2,852
	1,618

	Largest Neg.
	MW
	6,337
	3,581
	16,460
	4,141
	14,165
	9,946
	11,702
	48,086

	 Ramp
	%
	13%
	12%
	11%
	12%
	8%
	7%
	23%
	7%

	Rises > 3 sigma
	1,666
	1,366
	1,743
	1,554
	1,433
	1,494
	2,821
	1,514


[bookmark: _Toc407115481][bookmark: _Toc416790982][bookmark: _Toc419112851]

[bookmark: _Toc420935193][bookmark: _Toc420967955]Five-Minute Variability
Load and simulated VG data for this study was available at 5-minute resolution allowing analysis of variability at this relative high resolution. With system redispatch intervals of 5 minutes, this analysis gives a view of the changes in VG output that are possible in the dispatch timeframe. Peak variability in terms of rate of change is likely to be considerably higher when observing at the higher resolution because the hourly variability is essentially an average of the 5-minute ramps seen within the hour. 
Figure 34 shows the distribution of 5-minute changes seen in VG for the four study scenarios. Again, the PV component of the variability uses the clear sky forecasting technique described in the previous section. Unlike the hourly data, the regional case shows the largest variations in the RTx30 as seen in the right-hand plot in Figure 34. This suggests that the higher PV component in the RTx30 drives larger changes in the 5-minute timeframe.
[image: ][image: ]
[bookmark: _Ref405410771][bookmark: _Toc420968039]Figure 34. Distribution of 5-minute VG variability
Table 22 shows statistics that describe the variability, including maximum 5-minute ramp sizes seen for each scenario by region. Again it shows that the largest magnitude ramps for high-solar areas occur in the RTx-30 scenario.
[bookmark: _Ref405371271][bookmark: _Toc420968139]Table 22. Five-Minute Variability Statistics for Total VG
	 
	 
	FRCC 
	ISO-NE
	MISO
	NYISO
	PJM ISO
	SERC
	SPP
	U.S. EI

	LowVG Scenario

	Capacity
	MW
	85
	853
	12,503
	1,304
	3,687
	193
	6,124
	24,749

	Sigma
	MW
	3
	7
	58
	12
	23
	3
	34
	79

	
	%
	4%
	1%
	0%
	1%
	1%
	2%
	1%
	0%

	Largest Negative Ramp
	MW
	-31
	-49
	-412
	-88
	-154
	-23
	-191
	-424

	
	%
	-36%
	-6%
	-3%
	-7%
	-4%
	-12%
	-3%
	-2%

	Drops > 3 sigma
	0
	0
	0
	0
	0
	0
	0
	0

	Largest Positive Ramp
	MW
	30
	55
	349
	100
	156
	24
	201
	430

	
	%
	35%
	7%
	3%
	8%
	4%
	12%
	3%
	2%

	Rises > 3 sigma
	0
	0
	0
	0
	0
	0
	1
	1

	RTx10 Scenario

	Capacity
	MW
	
	7,354
	38,571
	10,999
	20,221
	4,084
	29,392
	110,622

	Sigma
	MW
	
	36
	156
	60
	92
	41
	148
	281

	
	%
	
	0%
	0%
	1%
	0%
	1%
	1%
	0%

	Largest Negative Ramp
	MW
	
	-266
	-993
	-335
	-652
	-400
	-747
	-1,315

	
	%
	
	-4%
	-3%
	-3%
	-3%
	-10%
	-3%
	-1%

	Drops > 3 sigma
	
	8
	8
	17
	0
	0
	1,305
	1

	Largest Positive Ramp
	MW
	
	278
	861
	332
	557
	456
	791
	1,278

	
	%
	
	4%
	2%
	3%
	3%
	11%
	3%
	1%

	Rises > 3 sigma
	 
	12
	1
	36
	0
	0
	1,691
	1

	RTx30 scenario

	Capacity
	MW
	52,137
	88,227
	17,803
	80,752
	57,058
	88,084
	15,635
	399,695

	Sigma
	MW
	379
	62
	276
	69
	269
	487
	208
	1,297

	
	%
	1%
	0%
	2%
	0%
	0%
	1%
	1%
	0%

	Largest Negative Ramp
	MW
	-2,405
	-310
	-1,368
	-341
	-1,441
	-2,494
	-1,122
	-5,724

	
	%
	-5%
	0%
	-8%
	0%
	-3%
	-3%
	-7%
	-1%

	Drops > 3 sigma
	9,196
	46
	157
	83
	31
	3,806
	5,341
	262

	Largest Positive Ramp
	MW
	2,535
	366
	1,454
	370
	1,373
	2,676
	1,086
	6,289

	
	%
	5%
	0%
	8%
	0%
	2%
	3%
	7%
	2%

	Rises > 3 sigma
	9,796
	159
	369
	190
	60
	4,559
	5,971
	776

	ITx30 scenario

	Capacity
	MW
	36,056
	103,092
	16,022
	59,012
	75,011
	31,187
	10,896
	331,276

	Sigma
	MW
	274
	46
	293
	66
	196
	173
	278
	769

	
	%
	1%
	0%
	2%
	0%
	0%
	1%
	3%
	0%

	Largest Negative Ramp
	MW
	-1,932
	-267
	-1,976
	-331
	-1,147
	-1,087
	-1,487
	-3,585

	
	%
	-5%
	0%
	-12%
	-1%
	-2%
	-3%
	-14%
	-1%

	Drops > 3 sigma
	4,491
	11
	252
	54
	7
	15
	10,643
	3

	Largest Positive Ramp
	MW
	1,880
	295
	1,868
	383
	1,042
	1,088
	1,325
	4,173

	
	%
	5%
	0%
	12%
	1%
	1%
	3%
	12%
	1%

	Rises > 3 sigma
	5,794
	17
	431
	111
	2
	33
	11,079
	15


The distribution of 5-minute net load variability is shown in Figure 35 with detail of the tails of the distribution in the right-side plot. As with the 5-minute VG distributions, the RTx30 scenario shows more large changes around 5,000 MW/5 minutes. The net load for the LowVG and RTx10 scenarios is dominated by the load variability where the high penetration scenarios tend to be influenced more by the VG.
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[bookmark: _Ref405412860][bookmark: _Toc420968040]Figure 35. Distribution of 5-minute net load variability

Table 23 shows summary statistics about the net load variability. Most regions show higher maximum and minimum (down) ramps in the RTx30 scenario as the distributions in Figure 35 indicate.
[bookmark: _Ref405371285]
[bookmark: _Toc420968140]Table 23. 5-Minute variability statistics for net load
	 
	 
	FRCC 
	ISO-NE
	MISO
	NYISO
	PJM ISO
	SERC
	SPP
	U.S. EI

	LowVG Scenario

	Net Load
	MW
	50,712
	28,993
	145,004
	33,895
	186,565
	140,650
	48,641
	626,016

	Sigma
	MW
	165
	86
	301
	86
	378
	321
	115
	1,272

	
	%
	0%
	0%
	0%
	0%
	0%
	0%
	0%
	0%

	Largest Negative Ramp
	MW
	-579
	-315
	-1,026
	-307
	-1,286
	-1,040
	-420
	-3,754

	
	%
	-1%
	-1%
	-1%
	-1%
	-1%
	-1%
	-1%
	-1%

	Drops > 3 sigma
	31
	75
	79
	71
	49
	32
	196
	3

	Largest Positive Ramp
	MW
	562
	335
	1,000
	319
	1,279
	1,020
	391
	3,692

	
	%
	1%
	1%
	1%
	1%
	1%
	1%
	1%
	1%

	Rises > 3 sigma
	57
	214
	56
	158
	93
	28
	117
	1

	RTx10 Scenario

	Net Load
	MW
	50,735
	26,063
	135,929
	30,920
	179,399
	138,695
	44,736
	586,258

	Sigma
	MW
	165
	92
	333
	101
	385
	323
	178
	1,299

	
	%
	0%
	0%
	0%
	0%
	0%
	0%
	0%
	0%

	Largest Negative Ramp
	MW
	-579
	-369
	-1,222
	-412
	-1,471
	-1,058
	-910
	-4,128

	
	%
	-1%
	-1%
	-1%
	-1%
	-1%
	-1%
	-2%
	-1%

	Drops > 3 sigma
	31
	215
	337
	512
	105
	46
	3,632
	33

	Largest Positive Ramp
	MW
	562
	388
	1,261
	435
	1,361
	1,087
	725
	3,924

	
	%
	1%
	1%
	1%
	1%
	1%
	1%
	2%
	1%

	Rises > 3 sigma
	57
	522
	358
	940
	169
	47
	3,051
	11

	RTx30 scenario

	Net Load
	MW
	49,987
	25,428
	127,731
	28,674
	166,832
	133,005
	37,917
	546,771

	Sigma
	MW
	392
	97
	369
	100
	419
	552
	229
	1,598

	
	%
	1%
	0%
	0%
	0%
	0%
	0%
	1%
	0%

	Largest Negative Ramp
	MW
	-2,547
	-407
	-1,445
	-421
	-1,951
	-2,921
	-1,217
	-6,237

	
	%
	-5%
	-2%
	-1%
	-1%
	-1%
	-2%
	-3%
	-1%

	Drops > 3 sigma
	7,678
	500
	757
	617
	339
	3,113
	7,660
	439

	Largest Positive Ramp
	MW
	2,577
	412
	1,556
	411
	1,612
	2,871
	1,097
	6,654

	
	%
	5%
	2%
	1%
	1%
	1%
	2%
	3%
	1%

	Rises > 3 sigma
	10,787
	509
	738
	641
	386
	5,001
	6,963
	865

	ITx30 scenario

	Net Load
	MW
	49,987
	25,760
	115,933
	28,892
	167,745
	134,620
	35,664
	527,836

	Sigma
	MW
	300
	93
	398
	103
	400
	347
	293
	1,358

	
	%
	1%
	0%
	0%
	0%
	0%
	0%
	1%
	0%

	Largest Negative Ramp
	MW
	-1,885
	-374
	-1,707
	-445
	-1,905
	-1,393
	-1,409
	-5,133

	
	%
	-4%
	-1%
	-1%
	-2%
	-1%
	-1%
	-4%
	-1%

	Drops > 3 sigma
	3,495
	309
	1,522
	737
	224
	150
	12,439
	110

	Largest Positive Ramp
	MW
	2,053
	392
	2,031
	429
	1,504
	1,392
	1,430
	4,592

	
	%
	4%
	2%
	2%
	1%
	1%
	1%
	4%
	1%

	Rises > 3 sigma
	6,054
	466
	1,311
	899
	267
	239
	12,140
	174


To further investigate the relationship of load and VG variability and net load variability, Figure 36 shows the distributions for these quantities. It is apparent that the load and VG variability are both contributing to the net load variability. 
[image: ]
[bookmark: _Ref413356455][bookmark: _Toc420968041]Figure 36. Comparison of load, VG, and net load variability distributions
[bookmark: _Toc407115482][bookmark: _Toc416790983][bookmark: _Toc419112852][bookmark: _Toc420935194][bookmark: _Toc420967956]Forecast Error Analysis
The reserve requirements for the scenarios are influenced by the accuracy of the forecasts for wind and PV in the DA timeframe. Forecast error was calculated as by subtracting the forecasted values from the actual values seen in the RT. Forecasts are made on an hourly basis so all forecast error data relate to the average hourly actual values in the DA. 
Several statistical measures of the error over the study year have been computed for wind, PV, and total VG, including mean absolute error (MAE) and root-mean-square error (RMSE). MAE is computed as the mean of the absolute value of the error calculated at each forecast point. This method equally weights all errors while the RMSE weights the individual errors by the square of the error. The effect of the square weight tends to emphasize the contributions from the extreme values compared to the MAE.
Table 24 through Table 26 show the forecast error statistics for the wind, PV, and total VG. In addition to the raw error statistics, the errors are also shown normalized to capacity for each scenario. Each scenario is reported separately because each unique set of resources has different error characteristics. The tables also contain the bias or mean error, which indicates if the errors are evenly distributed around 0 or not.
Table 24 shows the error data for wind forecasts. As capacity increases, the percent of MAE tends to be reduced, suggesting that errors in opposite directions tend to offset each other. Forecast errors “balance out” across the fleet. Interestingly, this is not the case for errors between the RTx30 and ITx30 scenarios. The RTx30 has lower percent of RMSE but also a lower capacity compared to the ITx30. This is because much of the additional wind in the ITx30 scenario is highly concentrated in the MISO region. With the high concentration in one region, the diversity is limited and errors increase on a percent basis. The bias values seen in the wind forecast error data are negligible. 
[bookmark: _Ref413356533][bookmark: _Toc420968141]Table 24. Summary of Wind Forecast Error
	Forecast
	Capacity
	MAE
	RMSE
	Bias
	Min Error
	Max Error
	Std. Dev.

	 
	(MW)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(MW)
	(MW)

	LowVG Scenario
	
	
	
	
	
	
	
	
	

	DA
	23,778
	1,363
	5.7%
	1,688
	7.1%
	-4
	0.0%
	-6,214
	5,716
	1,688

	RTx10 Scenario
	
	
	
	
	
	
	
	

	DA
	106,154
	5,168
	4.9%
	6,419
	6.0%
	-131
	-0.1%
	-24,163
	20,770
	6,418

	RTx30 Scenario
	
	
	
	
	
	
	
	

	DA
	181,487
	8,246
	4.5%
	10,252
	5.6%
	-603
	-0.3%
	-42,894
	33,123
	10,234

	ITx30 Scenario
	
	
	
	
	
	
	
	

	DA
	221,675
	10,402
	4.7%
	12,909
	5.8%
	-266
	-0.1%
	-54,286
	43,351
	12,907


Table 25 shows the PV forecast error summary. The same trends seen in the wind MAE and RMSE can be seen in the PV data. As capacity increases, the percent of MAE decreases. In general, the DA errors are greater for PV compared to wind. Unlike the wind resources, a significant positive bias is seen in the DA PV forecast error.
[bookmark: _Ref407980921][bookmark: _Toc420968142]Table 25. Summary of PV Forecast Error
	Forecast
	Capacity
	MAE
	RMSE
	BIAS
	Min Error
	Max Error
	Std. Dev.

	 
	(MW)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(MW)
	(MW)

	LowVG Scenario
	
	
	
	
	
	
	
	
	

	DA
	970
	68
	7.0%
	90
	9.3%
	44
	4.5%
	-592
	301
	79

	RTx10 Scenario
	
	
	
	
	
	
	
	

	DA
	4,468
	312
	7.0%
	419
	9.4%
	200
	4.5%
	-2,678
	1,607
	369

	RTx30 Scenario
	
	
	
	
	
	
	
	

	DA
	218,209
	12,119
	5.6%
	15,633
	7.2%
	8,415
	3.9%
	-119,202
	58,621
	13,176

	ITx30 Scenario
	
	
	
	
	
	
	
	

	DA
	109,601
	6,566
	6.0%
	8,271
	7.5%
	4,427
	4.0%
	-61,528
	25,495
	6,987


Table 26 shows the error statistics for the total VG production for the four study scenarios. The error statistics are not simple weighted sums of the wind and PV components because the underlying data combine to reduce the total error. This occurs because of the diversity of the errors between wind and PV. 
[bookmark: _Ref407980267][bookmark: _Toc420968143]Table 26. Summary of Total VG Forecast Error
	Forecast
	Capacity
	MAE
	RMSE
	Bias
	Min Error
	Max Error
	Std. Dev.

	 
	(MW)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(%)
	(MW)
	(MW)
	(MW)

	LowVG Scenario
	
	
	
	
	
	
	
	

	DA
	24,749
	1,365
	5.5%
	1,688
	6.8%
	17
	0.1%
	-6,207
	5,689
	1,687

	RTx10 Scenario
	
	
	
	
	
	
	
	

	DA
	110,622
	5,174
	4.7%
	6,423
	5.8%
	-23
	0.0%
	-24,155
	20,858
	6,423

	RTx30 Scenario
	
	
	
	
	
	
	
	

	DA
	347,558
	8,295
	2.4%
	11,108
	3.2%
	3,953
	1.1%
	-101,423
	52,530
	10,382

	ITx30 Scenario
	
	
	
	
	
	
	
	

	DA
	295,220
	10,785
	3.7%
	13,382
	4.5%
	1,647
	0.6%
	-64,963
	45,890
	13,281


The distribution of forecast errors can offer some additional insight. The following figures show the distributions for wind, PV, and total VG for the two 30% penetration scenarios for the entire EI. The distributions are shown in two forms, nominal and normalized. The normalized distributions are generated by normalizing the error to the appropriate capacity for each quantity/scenario combination. The nominal distributions are useful in understanding the magnitude and frequency of errors. The normalized distributions show how the distributions of the scenarios compare with regard to the scenario capacities.
Figure 37 shows the distribution of DA wind forecast errors for the two 30% penetration scenarios. The ITx30 with more wind capacity shows a wider distribution of errors as might be expected. However, when normalized, the distributions are nearly identical showing little or no additional aggregation benefit in the ITx30 scenario over the RTx30.
	(a)	(b)
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[bookmark: _Ref408071702][bookmark: _Toc420968042]Figure 37. Distribution of day-ahead wind forecast errors
Figure 38 shows the distribution for DA PV forecast errors for the 30% penetration scenarios. The statistics indicated a strong positive bias, which is verified by the shift of the distributions to the right of the y-axis. For PV, there is more capacity in the RTx30 compared to the ITx30, which is consistent with the wider distribution of errors seen in the RTx30. Again, the normalized distributions are quite similar particularly in the tails. 
	(a)	(b)
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[bookmark: _Ref408075556][bookmark: _Toc420968043]Figure 38. Distribution of day-ahead PV forecast errors
The error distributions for total VG in the U.S. EI are shown in Figure 39. For the total VG, the normalized ITx30 is significantly broader than the RTx30. The increase in wind and decrease in PV in the ITx30 tends to spread the distribution as is seen in the figure. 
	(a)	(b)
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[bookmark: _Ref408077864][bookmark: _Toc420968044]Figure 39. Distribution of total VG forecast errors
Forecast error varies by time of day. A number of factors contribute to the average forecast error profiles that can be seen in Figure 40 and Figure 41. At different times of the day, the forecasts for wind or PV may have a different bias based on higher uncertainty or variability or inherent biases in the forecasting techniques. The mix of wind and PV can also influence profile because these resources have different error characteristics. 
Figure 40 shows the average daily VG forecast error profile for the RTx30. The DA forecast shows the largest over-forecasting errors during the daylight hours with relatively small error at night. 
[image: ]
[bookmark: _Ref408053608][bookmark: _Toc420968045]Figure 40. Average daily forecast error profiles for RTx30
Figure 41 shows the profiles for the ITx30. The DA error shows a prominent increase in error in the morning and decrease in the daylight hours compared to the RTx30. The ITx30 scenario has significantly more wind and less PV so it appears that the overnight peak of over-forecasting is related to wind error and the daylight peak is primarily PV-related. 

[image: ]
[bookmark: _Ref408053618][bookmark: _Toc420968046]Figure 41. Average daily forecast error profiles for ITx30 
The annual average DA forecast error profiles for wind and PV for the scenario are shown in Figure 42. The wind profile (a) shows the early morning positive peak (over-forecast) and strong negative peak (under-forecast) in the afternoon. The PV profile (b) clearly shows the strong over-forecasting tendency during the day with under-forecasting just after dawn. These characteristics show that the wind forecast error is dominated by PV through the daylight hours even in the ITx30 scenario where the wind capacity is much larger than the PV.
	(a) [image: ]

	(b) [image: ]


[bookmark: _Ref408166383][bookmark: _Toc420968047]Figure 42. Wind and PV components of forecast error
In addition to the hourly variations seen in forecast error, there are seasonal differences. Figure 43 shows the seasonal DA forecast error profiles for the ITx30 for wind, PV, and total VG. For wind (a), the largest errors are seen in summer with the bias toward over-forecasting in early morning and under-forecasting in the afternoon and early evening.
The seasonal PV profiles (b) show much less variation by season. There is an early morning bias toward under-forecasting with the characteristic over-forecasting in the afternoon.
	(a) [image: ]

	(b) [image: ]

	(c) [image: ]


[bookmark: _Ref408176223][bookmark: _Toc420968048]Figure 43. Seasonal variations in forecast error
[bookmark: _Toc420935195][bookmark: _Toc420967957]Capacity Value of Wind and Solar
Because the same fleet of non-PV, non-wind generators was used for all four scenarios while significant amounts of wind and PV generators were added, the RTx10, RTx30, and ITx30 scenarios have generation fleets with higher levels of installed capacity than needed, and therefore higher planning reserve margins. Detailed studies of the system reliability and planning reserve margins in each region were beyond the scope of this study, but an interconnection-wide analysis of wind and PV capacity value and resulting planning reserve margins was performed in order to estimate the amount of excess thermal generation in the RTx10, RTx30, and ITx30 scenarios.
This analysis used NREL’s Renewable Energy Probabilistic Resource Adequacy (REPRA) tool (Ibanez, Milligan 2012). REPRA typically uses several years of synchronized load and VG generation data to perform a statistical analysis of the capacity value of the VG generation, as well as evaluating reliability metrics such as loss-of-load probability (LOLP) by including non-VG generators’ forced outage rates. REPRA is also able to consider the impact of aggregating at different geographic levels. 
For this study, REPRA was used only to calculate the capacity value of the wind and PV generation fleets in each of the scenarios, for the entire EI. Several caveats to this analysis are important. Analyzing the entire EI as one region assumes that transmission constraints do not prevent delivery of energy during peak load. Furthermore, only one year of synchronized load and VG data was available, and therefore results are only illustrative of a single year. A more comprehensive analysis would include multiple years of load and VG data. Because of these considerations, the term “effective capacity value” will be used instead of the more-general term “capacity value”.
REPRA was used to calculate the effective capacity value of the PV only, wind only, and PV and wind together, for each of the four scenarios. Figure 44 shows the results of the effective capacity value calculations. At the lower levels of installed capacity (LowVG and RTx10), the wind generation fleet has effective capacity values of about 48% of installed capacity, and at higher levels (RTx30 and ITx30) it has effective capacity values of between 42% and 45% of installed capacity. The PV generation fleet has lower effective capacity values overall. At the lowest penetration levels the effective capacity value is between 23% and 27%, and at the highest penetration level the effective capacity value drops to about 13%. The combined wind and PV generation fleets have effective capacity values of about 47% in the LowVG and RTx10, and 28% and 36% in the RTx30 and ITx30, respectively.
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[bookmark: _Ref420791020][bookmark: _Toc420968049]Figure 44. Effective capacity value of the wind and PV generation fleets in each scenario.
The effective capacity value of the combined wind and PV fleet in each scenario, plus the thermal fleet, can be compared to the EI coincident peak load to calculate the effective planning reserve margin for each of the scenarios. The effective planning reserve margin is calculated as:

where  is the effective planning reserve margin,  is the nameplate capacity of the non-VG generation fleet,  is the effective capacity value of the VG generation fleet, and  is the peak coincident load of the EI.
Table 27 shows the components and results of the calculation for each scenario. The calculated effective planning reserve margin in the LowVG of 12% is below most NERC regions’ historical target value of about 15%. The addition of VG generators’ effective capacity value increases the effective planning reserve margin to 18% in the RTx10 and 25–26% in the RTx30 and ITx30.
[bookmark: _Ref420792817][bookmark: _Toc420968144]Table 27. Components of planning reserve margin estimate calculation for each scenario.
	Scenario
	LowVG
	RTx10
	RTx30
	ITx30

	EI Coincident Peak Load (MW)
	689,583
	689,583
	689,583
	689,583

	Non-VG Nameplate Capacity (MW)
	761,889
	761,889
	761,889
	761,889

	VG Effective Capacity Value (MW)
	11,183
	50,484
	100,611
	109,713

	Effective Firm Capacity (MW)
	773,072
	812,373
	862,500
	871,602

	Effective Planning Reserve Margin (%)
	12%
	18%
	25%
	26%



[bookmark: _Toc420935196][bookmark: _Toc420967958]Reserve Calculation
[bookmark: _Toc342372637][bookmark: _Toc339356717][bookmark: _Toc339016198][bookmark: _Toc286488215][bookmark: _Toc416790985][bookmark: _Toc419582144][bookmark: _Toc420935197][bookmark: _Toc420967959]Operating Reserve
Operations of power systems occur at a range of timescales that can be summarized, from longer to shorter, as unit commitment, DA scheduling, load-following, and regulation (Ela et al. 2011). Unit commitment and scheduling are performed throughout days to economically commit the units in the system to meet forecasted load and other system requirements. During shorter periods of time (minutes to hours), the system redispatches its units to counteract deviations from the schedule through load-following. Similarly, traditional units are redispatched to perform regulation, which is the fast response of generators to changes that range from seconds to minutes.
The operator requires operating reserve so the system can positively respond to forecast errors and events that cannot be accounted for in the scheduling process. In the United States, the most common are regulation reserve and contingency reserve. These reserves are designed to account for the system’s variability (expected changes) and uncertainty (unexpected changes). Both load and conventional generators affect the variability and uncertainty through forecast errors and unexpected outages, respectively.
Wind and PV are variable and uncertain in nature because their output depends on weather conditions that cannot be perfectly predicted ahead of time. Traditionally, high penetrations of these resources lead to an increase in reserve necessary in the system. These requirements are especially critical in long-term integration studies, such as EWITS (EnerNex 2011) or the Western Wind and Solar Integration Study Phases 1 (GE Energy 2010) and 2 (Lew et al. 2013), which simulate higher renewable energy penetrations than are seen in today’s systems. 
When treating reserve calculations in this study, NREL determined the reserve requirements necessary to cover a significant level of uncertainty in wind and PV variability (Ibanez et al. 2013). The next part of our approach was adding these reserve components appropriately to the load-specific requirements. The rest of this section follows this philosophy.
[bookmark: _Toc419582145][bookmark: _Toc420935198][bookmark: _Toc420967960]Reserve Sharing Regions
Reserves were procured on a regional basis, and were approximations of actual reserve sharing regions in 2013. Contingency reserves were held for each of the subregions identified in Figure 56. Regulating reserves were procured at the regional level, and reflect current sharing regions in the RTOs/ISOs. In the non-RTO/ISO regions, regulating reserves were procured on a subregional basis and reflect the historical borders of Southern Companies (SOCO), Duke Energy (DUKE), the Tennessee Valley Authority (TVA), and FRCC. Regulating reserve regions are detailed in Figure 45.
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[bookmark: _Ref420766898][bookmark: _Toc420968050]Figure 45. Regulation Reserve Sharing Regions
[bookmark: _Toc342372638][bookmark: _Ref339625232][bookmark: _Toc339356718][bookmark: _Toc339016199][bookmark: _Toc286488216][bookmark: _Toc416790986][bookmark: _Toc419582146][bookmark: _Toc420935199][bookmark: _Toc420967961]Wind Reserve Methodology
Previous work (Ela et al. 2011; EnerNex 2011) quantified the uncertainty of wind power. Because short-term variations in wind power output are small, persistence forecasts are a good predictor with which to calculate uncertainty. For instance, for an economic dispatch model run in 5-minute intervals (and assuming that 5 additional minutes are required to perform calculation and dispatch communication), 10-minute persistence forecasts would be used to estimate the uncertainty that the power system must be able to handle between dispatch points. The forecast errors can be calculated by comparing the forecasted and the actual power output.
Figure 46 shows the forecast error versus power output for MISO for the ITx30 scenario. The figure shows that wind forecast errors are highest at moderate total wind production levels. Forecast errors can be positive or negative, and the wind turbine power curve is expected to be steepest at moderate wind speeds. These data are for the MISO footprint in the ITx30 scenario, but the behavior is similar across regions and scenarios. In this study, NREL only considers “up” reserve requirements (caused amongst other things by down-ramps from wind/PV) because NREL assumed that excessive energy from wind and PV could be curtailed if the system were unable to accommodate it.
Confidence intervals (represented as red and blue lines) were used to determine the reserve requirements so that a certain percentage of forecast errors were covered by the reserve. In Figure 46, the range of power (horizontal axis) was divided in 10 groups with the same number of points in each group. For each group, the average power was calculated as well as the confidence intervals that covered 95% of the forecast errors. The confidence intervals bands were then interpolated from the group averages. Below the first group’s mean point and above the last group’s mean point, the requirements were kept constant as a simplified conservative approach. A higher number of groups or a more sophisticated method (e.g., a moving window across the cloud of points) would yield a better fit around the lower and upper power regions.
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[bookmark: _Toc340236715][bookmark: _Toc346868128][bookmark: _Toc351459931][bookmark: _Toc286488199][bookmark: _Ref339729594][bookmark: _Toc420968051]Figure 46. Wind 10-minute forecast errors versus power output, with 95% confidence interval bands for MISO in the ITx30 scenario
The regulation reserve requirements were based on 10-minute persistence forecasts and confidence intervals that covered 95% of the forecast errors. These requirements approximate levels of coverage used in past integration studies (EnerNex, 2011; Lew et al., 2013).[footnoteRef:7] Any remaining forecast error would be covered by online units not providing spinning reserve or by offline quick-start units.  [7:  The Eastern Wind Integration and Transmission Study (EnerNex 2011) assumed that spinning reserve covered one standard deviation of the 1-hour ramps. That coverage approximates to 70% under a normal distribution.] 

The result of this analysis was a dynamic determination of reserve requirements in which the reserve requirement for each region and each hour of the year is a function of the forecast wind power output, as illustrated in Figure 47. 
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[bookmark: _Ref342375395][bookmark: _Toc346868129][bookmark: _Toc351459932][bookmark: _Toc286488200][bookmark: _Ref342375403][bookmark: _Toc420968052]Figure 47. Wind power production and dynamic regulation reserve requirement 
for MISO in the ITx30
Note: The y-axis scales differ.
[bookmark: _Toc342372639][bookmark: _Toc339356719][bookmark: _Toc339016200][bookmark: _Toc286488217][bookmark: _Toc416790987][bookmark: _Toc419582147][bookmark: _Toc420935200][bookmark: _Toc420967962]Solar Reserve Methodology
The solar reserve methodology builds on the wind methods previously presented. Some adjustments were necessary to take into account solar daily patterns, but the process (Ibanez et al. 2013) follows three distinct steps: (1) defining forecast error; (2) using explanatory variables to group similar patterns; and (3) applying the reserve requirements based on the explanatory variables.
The wind forecast errors were calculated based on persistence forecasts. Power output was used as an explanatory variable to find reserve requirements (Figure 46) and to create the dynamic reserve requirements (Figure 47). The following sections develop similar concepts for PV power.
[bookmark: _Toc342372640][bookmark: _Toc339356720][bookmark: _Toc339016201][bookmark: _Toc286488218][bookmark: _Toc416790988][bookmark: _Toc419582148][bookmark: _Toc420935201][bookmark: _Toc420967963]Solar Forecast Errors
Solar-based generation presents clear patterns because of its dependency on the sun’s path across the sky. These patterns are best captured with clear-sky simulations, which calculate the power output in the absence of clouds. The left panel in Figure 48 represents the actual and clear-sky power outputs in the MISO during four summer days in the ITx30 scenario. The right panel represents the 10-minute ramps in the same timescale.
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[bookmark: _Toc340236716][bookmark: _Toc346868130][bookmark: _Toc351459933][bookmark: _Toc286488201][bookmark: _Ref339623957][bookmark: _Toc420968053]Figure 48. Power and clear-sky power output and ramps for MISO in the ITx30 scenario
If the same power-persistence forecast used for wind had been applied in this case, the largest demand for reserve would have occurred consistently around sunrise and sunset and the smallest during the middle of the day. However, reserve is not needed to cover known changes in power output because this is considered in the unit commitment through the use of solar forecasts. Figure 48 shows that the power deltas could be decomposed into the contribution from the clear-sky power and a smaller, high-frequency variation because of weather. In other words, if the clear-sky trends (which are known) were removed from the power deltas, the reserve requirements would be smaller.
The first step in the creation of the short-term solar forecast was the definition of the solar power index (SPI), which represents the ratio between actual power, P, and clear-sky power, PCS. 
The forecast was then based on the persistence of SPI. To obtain the forecast, NREL added the clear-sky ramp scaled by the SPI to the current power output. An example of solar forecast error can be found in Figure 49. The forecast error could then be calculated as:
Error(t) = P(t+1) – {P(t) + SPI(t) × [PCS(t+1) – PCS(t)]}
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[bookmark: _Toc340236717][bookmark: _Toc346868131][bookmark: _Toc351459934][bookmark: _Toc286488202][bookmark: _Ref339730195][bookmark: _Toc420968054]Figure 49. Graphical representation of short-term forecast for PV
[bookmark: _Toc342372641][bookmark: _Toc339356721][bookmark: _Toc339016202]Early morning forecast errors tended to be among the largest because clear-sky values are either zero or very small, which in turn make the SPI values non-existent or very unstable. At the same time, PV power usually increased rapidly. During these times NREL chose to use a 24-hour persistence of power for the forecasts (i.e., taking the values from the previous sunrise as forecasts).
Figure 50 shows the effect of using the clear-sky information to correct the short-term forecasts. The SPI persistence forecast has a much narrower distribution than the simpler power-persistence forecast. The standard deviation for both distributions is 105 and 279 MW, respectively. A more accurate short-term forecast ultimately leads to a significant reduction in reserve requirements. Clear-sky ramps will be met through the commitment of units with the remaining variability met through increased reserve, similar to the way that dispatch meets the forecasted load ramps and regulation is used only to meet load variations outside the forecasted ramps from one interval to the next.
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[bookmark: _Toc346868132][bookmark: _Toc351459935][bookmark: _Toc286488203][bookmark: _Ref342561406][bookmark: _Toc420968055]Figure 50. Ten-minute PV forecast error distribution for the persistence and the SPI-based methods for MISO in the ITx30 scenario
[bookmark: _Toc286488219][bookmark: _Toc416790989][bookmark: _Toc419582149][bookmark: _Toc420935202][bookmark: _Toc420967964]Explanatory Variables
The challenge of determining suitable explanatory variables was finding the balance between the overall minimization of reserve requirements and simplicity. NREL found that the following two variables were especially effective at fulfilling this goal:
SPI, as defined in the previous subsection, which effectively separated “cloudy” and “sunny” days
Clear-sky ramps, which separated the different times of the day (positive in the morning, close to zero at midday, and negative toward sunset).
For ERGIS, NREL calculated the reserve based on the 5-minute time series. NREL first created 10 divisions of each explanatory variable; subsequently, NREL formed 100 groups by combining both variables. For each group, NREL calculated the reserve by taking the appropriate confidence intervals (e.g., the 2.5 and 97.5 percentiles to create 95% confidence intervals). To prevent outliers from dominating the reserve, NREL did not calculate reserve requirements for a group if it presented less than 20 members. In that case, NREL used the reserve for the closest group instead.
NREL applied this method to all scenarios and reserve-sharing regions in ERGIS. NREL calculated regulation reserve using 10-minute time steps and 95% confidence intervals for the entire footprint. The results are represented in Figure 51, which suggests that reserve requirements depend on the combination of the explanatory variables, SPI and clear-sky ramps. The highest down-reserve requirements were usually located on the top right corner, which corresponded to sunrises where SPI was close to 1. On such occasions, the calculation of SPI was highly unstable given that the denominator (clear-sky power, PCS) was very small, as previously mentioned. At times, the forecast called for a “sunny” sunrise, and the clear-sky correction was heavily weighted in the error calculation. The inability of this method to produce a good forecast for these particular instances created the high reserve requirements.
shows that reserve was higher in the middle of days (clear-sky ramps close to 0) that were partly cloudy (SPI around 50%). For particularly sunny days (SPI close to 1), requirements were much smaller. 
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[bookmark: _Ref420967384][bookmark: _Toc420968056]Figure 51. PV component of the regulation reserve requirements for the RTx30 and ITx30 scenarios for MISO
[bookmark: _Toc342372642][bookmark: _Toc339356722][bookmark: _Toc339016203][bookmark: _Toc286488220][bookmark: _Toc416790990][bookmark: _Toc419582150][bookmark: _Toc420935203][bookmark: _Toc420967965]Application of Reserve Requirements
After the reserve requirements were determined, they could be applied to the time series by finding the combination of the explanatory variables that best fit each point in time. For example, Figure 52 represents the resulting requirements for regulation reserve in the MISO for the ITx30 scenario during a few selected days in August.
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[bookmark: _Toc340236719][bookmark: _Toc346868134][bookmark: _Toc351459937][bookmark: _Toc286488205][bookmark: _Ref339730594][bookmark: _Toc420968057]Figure 52. Dynamic PV regulation reserve requirements for MISO for the ITx30 scenario
[bookmark: _Toc342372643][bookmark: _Toc339356723][bookmark: _Toc339016204][bookmark: _Toc286488221][bookmark: _Ref287042035][bookmark: _Toc416790991][bookmark: _Toc419582151][bookmark: _Toc420935204][bookmark: _Toc420967966]Total Reserve Requirements
The reserve methodologies for wind and PV were used along with the base requirements for contingency and regulation reserve, as determined in Lew et al. (2013). Three types of spinning reserve were considered in this study and held for each reserve-sharing region independently. The total requirements were calculated as follows:
Contingency reserve: 3% of the load with no consideration of wind or PV
Regulation reserve: Geometric sum of base requirement (1% of load) and contribution of wind and PV (which cover 95% of 10-minute forecast errors).
The different requirements were added geometrically given that for short time steps, the forecast errors were considered to be uncorrelated. Table 28 summarizes the requirements for spinning reserve. Non-spinning reserve products were not modeled in the study. 
[bookmark: _Ref213840079][bookmark: _Toc340236525][bookmark: _Toc346539840][bookmark: _Toc286488194][bookmark: _Toc420968145]Table 28. Requirements for Spinning Reserve
	Reserve
	Calculation

	Contingency
	

	Regulation
	


Table 29 presents the total amounts of reserve required for each scenario. Contingency reserve remains unchanged because it only depends on load. Total regulation reserve increases slightly for the RTx10 scenario and much more for the high-penetration scenarios. In general, higher penetrations of wind (e.g., in the ITx30 scenario) tend to increase the average and total demand for reserve, and higher penetrations of PV increase the maximum demand for reserve.[footnoteRef:8] [8:  This is consistent with findings in Lew et al. (2013).] 

[bookmark: _Ref213840097][bookmark: _Toc340236526][bookmark: _Toc346539841][bookmark: _Toc286488195][bookmark: _Toc420968146]Table 29. Total Reserve Amounts
	Scenario
	Contingency (TW-h)
	Regulation (TW-h)

	LowVG
	97.1
	33.0

	RTx10
	97.1
	38.8

	RTx30
	97.1
	50.2

	ITx30
	97.1
	51.1


Figure 53 combines the wind and PV power time series with regulation and reserve requirements for a few selected days in August for the MISO footprint. The total reserve levels are represented, along with the load, wind, and PV components. The geometric addition causes regulation requirements to be dominated by the load component in the LowVG scenario, while the PV and (especially) wind components have a larger impact in the high-penetration scenarios. For the most part the wind component of reserve tends to contribute more evenly throughout the day, explaining the overall higher requirements. PV tends to fluctuate throughout the day.
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[bookmark: _Ref287039167][bookmark: _Toc420968058]Figure 53. Power, regulation reserve for a few selected days in July, by scenario
[bookmark: _Toc416790992][bookmark: _Toc419582152][bookmark: _Toc420935205][bookmark: _Ref342563538][bookmark: _Toc346868135][bookmark: _Toc351459938][bookmark: _Toc420967967]Reserve Requirements by Region
This subsection examines regulation reserve requirements for each reserve-sharing region in the United States. Total regulation reserve requirements are presented in Table 30, while Figure 54 contains a graphical representation of the distribution by scenario. 
Both types of reserve present similar trends. A large amount of wind in a region tends to raise the requirement evenly, while the presence of PV increases the maximum values along with the width of the distribution. Regions with little or no presence of renewables have regulation reserve distributions that mostly depend on the load component. There are marked differences in reserve requirements between the two high-penetration scenarios, which are largely driven by the location and installed capacity for wind and PV.
[bookmark: _Ref287040242][bookmark: _Toc420968147]Table 30. Regulation Reserve Requirements by Region (TW-h)
	
	LowVG
	RTx10
	RTx30
	ITx30

	Duke
	2.53
	2.56
	3.31
	2.92

	FRCC
	2.57
	2.57
	4.87
	4.30

	ISO-NE
	1.39
	1.63
	2.42
	2.10

	MISO
	7.99
	9.49
	10.55
	12.35

	NYISO
	1.71
	2.46
	2.65
	2.72

	PJM
	9.20
	9.86
	12.44
	11.67

	SOCO
	2.76
	2.76
	3.49
	2.98

	SPP
	2.67
	5.31
	7.36
	9.76

	TVA
	2.15
	2.15
	3.12
	2.28



[image: C:\Users\abloom\Dropbox\ERGIS\plots\Eduardos_remade_by_DP_may30\ERGIS-boxplot-flex-region.jpg]
[bookmark: _Ref287040297][bookmark: _Toc286488206][bookmark: _Toc420968059]Figure 54. Distribution of regulation reserve by region and scenario
Notes: The thick horizontal line is the median. 
The box shows the 25th to 75th percentile. 
The lines show the extent of the maximum and minimum.

[bookmark: _Toc416790993][bookmark: _Toc419582153][bookmark: _Toc420935206][bookmark: _Toc420967968]Reserve Sensitivity With Respect to Aggregation Level
The determination of reserve-sharing regions was developed with the assistance of the TRC and is loosely based on current reserve-sharing regions. Although not executed in any of the actual model runs, this section explores the reduction in reserve requirements if five of the southernmost regions (which are amongst the smallest) were to be combined. This reduction is solely due to the geographic smoothing that happens for wind and PV profiles.[footnoteRef:9] Table 31 summarizes the aggregation levels considered, with the reserve-sharing regions in the first column. [9:  As discussed in Section 6.5, the load component of regulation reserve is fixed to 1% and, thus, there is no benefit when different regions are aggregate.. Hence, there could be additional reductions in reserve if more complex rules were implemented (King et al. 2011).] 

[bookmark: _Ref287042530][bookmark: _Toc420968148]Table 31. Level of Aggregation Studied for Southern Regions
	Level 1
(Regions)
	Level 2
	Level 3
	Level 4

	SPP
	SPP
	SPP
	SERC & SPP

	SOCO
	SERC
	Southeast
	

	Duke
	
	
	

	TVA
	
	
	

	FRCC
	FRCC
	
	FRCC



Table 32 summarizes the total reserve requirements for the regions considered at the various levels of aggregation. Similarly, Figure 55 shows duration curve for the regulation reserve requirements.
[bookmark: _Ref287042611][bookmark: _Toc420968149]Table 32. Total Reserve Requirements for the Five Selected Regions at Different Aggregation Levels (TW-h)
	
	Scenario
	Level 1
	Level 2
	Level 3
	Level 4

	Regulation
	LowVG
	12.68
	12.67
	12.67
	12.49

	
	RTx10
	15.34
	15.32
	15.32
	13.55

	
	RTx30
	22.14
	21.40
	18.96
	18.28

	
	ITx30
	22.24
	21.81
	20.79
	18.33

	Flex
	LowVG
	2.75
	2.75
	2.73
	2.68

	
	RTx10
	11.78
	11.69
	11.67
	11.23

	
	RTx30
	29.08
	27.80
	25.59
	23.27

	
	ITx30
	31.20
	30.00
	29.50
	27.67


Given the small amount of wind and PV in the regions considered for the LowVG and RTx10, there is little benefit from higher levels of aggregation. The only exception is the Level 4 aggregation for regulation reserve for the RTx10 scenario (a 12% reduction when compared to its corresponding Level 1). This is due to the fact that the wind component reserve stays the same for SERC and SPP (most of the wind is installed in SPP), but the load component increases.
Level 4 (in which SPP, SOCO, TVA, and Duke are combined) also has the largest reductions in reserve requirements for high penetration scenarios (around a 17% decrease in regulation when compared to the lowest aggregation level). This reduction happens across all hours of the year by increasing the load footprint that shares the large amounts of wind installed in SPP.
Level 3 (in which SOCO, TVA, Duke, and FRCC are combined) shows small reductions in the NTx30 (a 5% reduction in regulation) but large reductions for the RTx30  (a 14% reduction in regulation). This is because the latter sees a higher deployment of renewables (primarily PV) in those regions. The reductions for both high-penetration scenarios are concentrated on the upper half of the reserve distribution, where PV contributes the most.
In conclusion, large reserve-sharing regions reduce the total requirements, especially in high-VG penetration scenarios, mainly due to geographic diversity (King et al. 2012). These calculations assumed that load had a constant contribution to reserve requirements (1% for regulation) Thus, this reduction would be even greater due to reduction in overall load variability, given that enough transmission is available to ensure deliverability across a reserve-sharing group.
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[bookmark: _Ref287042665][bookmark: _Toc420968060]Figure 55. Regulation reserve duration curves by scenario and level of aggregation
[bookmark: _Toc419239915][bookmark: _Toc419582136][bookmark: _Toc419239921][bookmark: _Toc419582142]
[bookmark: _Toc420935207][bookmark: _Toc420967969]UC&D Model Setup and Execution
The UC&D model replicates both the DA and RT operational phases of the electric power sector. The 2026 EI model was simulated for an entire year in 8,760 one-hour time steps in the DA phase of operations and 105,120 five-minute steps in the RT phase of operations. In this section, NREL describes the representation of transmission, limitations on interregional trade, and the configuration of model settings for DA and RT operations.
[bookmark: _Toc419239901][bookmark: _Toc416790966][bookmark: _Toc419323119][bookmark: _Toc420935208][bookmark: _Toc419239916][bookmark: _Toc420967970]Transmission Representation
The UC&D model represents all of the transmission elements and uses a decoupled approximation of AC power flow. Representing all of the transmission constraints was infeasible because the large number of constraints caused the simulation times to be intractable. To keep simulation times tractable, the number of transmission constraints had to be substantially reduced. To achieve this, the ERGIS team solicited and received feedback from the TRC on sub-regions within which transmission limits would not be enforced. 
Approximations of existing transmission or capacity zone boundaries were used in areas with restructured market regions (MISO, SPP, PJM, NYISO, and ISO-NE), and approximations of the service territories of the major operating companies were used in SERC. FRCC contained only one sub-region, as did each of the Canadian provinces. The ERGIS sub-regions are shown in Figure 56.
After establishing the sub-regions, transmission lines that crossed each of the sub-region boundaries were identified. These transmission lines were grouped by geographic proximity into flowgates. Figure 57 shows all of the lines that were included in a flowgate. The sum of the flows on the lines in the flowgate was then constrained rather than the flows on individual lines. This resulted in a significant reduction in the number transmission constraints in the model. NREL limited inter-sub-regional transfers but not intra-sub-regional transfers. Each flowgate was assigned a flow limit defined by the maximum of: half of the sum of the thermal ratings of the lines in the flowgate lines; or the sum of the thermal ratings of the flowgate lines minus the largest thermal rating in the flowgate lines.
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[bookmark: _Ref420766689][bookmark: _Ref418666685][bookmark: _Toc420968061]Figure 56. Map showing the ERGIS sub-regions, which were used as both transmission zones and load zones
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[bookmark: _Ref419442871][bookmark: _Toc420968062]Figure 57. Map showing the transmission flowgates between the ERGIS sub-regions

[bookmark: _Toc419239902][bookmark: _Toc419582137][bookmark: _Toc420935209][bookmark: _Toc420967971]Hurdle Rates
In order to reflect friction in trade between neighboring markets, flows of power between the ERGIS regions was constrained both by the transmission limits described above and by interregional hurdle rates of $10/MWh. These hurdle rates applied to any power transferred between the larger ERGIS regions shown in Figure 16 but not the smaller sub-regions shown in Figure 56. To effectuate a trade of energy between regions, the spread between the prices had to be greater than $10/MWh. As such, to trade from SPP to MISO, the price in MISO would have to be $10/MWh higher than SPP. Similarly, to wheel energy from SERC, to PJM, to NYISO would require a hurdle rate between each region. 
[bookmark: _Toc419582138][bookmark: _Toc420935210][bookmark: _Toc420967972]DA Model Configuration
The first stage of the UC&D model replicates the DA phase of electricity market operations. In this stage the operator plans for the following day by scheduling the commitment (on or off status) of most generators for each hour of the following day. In ERGIS, this stage was assumed to occur about mid-day for operations that occur the following day. The DA modeled a 1-hour resolution for the next day plus an additional day of look-ahead at 4-hour resolution. After each day of the DA phase is solved, the next day is solved with a new day of look-ahead, until the full year of operation is completed.
The DA uses forecasted generation data for wind and PV generation but assumes perfect knowledge of the load. The DA forecasts for wind are described in section 4.2.1.1 and the DA forecasts for PV are described in section 4.2.1.3. The DA forecasts represent a forecast generated at mid-day for generation from midnight to midnight of the following day, in order to match the operational sequence of the major restructured market regions. Load forecasts were not available so perfect knowledge of the load was assumed.
The DA includes requirements for regulation and contingency reserves as described in Chapter 3. 
[bookmark: _Toc419239917][bookmark: _Toc419582139][bookmark: _Toc420935211][bookmark: _Toc420967973]RT Model Configuration
The second stage of the UC&D model replicates the real-time phase of electricity market operations. In this stage the system operator adjusts the output of online generators to meet the load and adjust for forecast errors in wind and PV generation. The real-time model considers a single 5-minute interval without look-ahead, solves for the optimal operation, and then moves forward to the next 5-minute interval and repeats until the whole year is completed.  
The real-time uses several pieces of information from the DA phase. In the real-time the generator commitment schedules for coal, biomass, combined cycle natural gas, and boiler units were fixed from the DA. Because the real-time does not have any look-ahead, all hydro and storage facilities had RT generation schedules that were held constant from the DA simulation. The real-time uses the synthetic actual wind and PV data. 
The real-time simulation is assumed to run a few minutes before the actual time it represents, such that generators with short startup times (combustion turbines and internal combustion engines) can be started in the real-time.
The RT also includes requirements for regulation and contingency reserves as described in Chapter 3.
[bookmark: _Toc419239918][bookmark: _Toc419582140][bookmark: _Toc420935212][bookmark: _Toc420967974]Model Execution
The model was executed using PLEXOS version 6.400 R02. The PLEXOS database for ERGIS includes over 7,500 generating units, 60,000 transmission nodes, and 70,000 transmission lines and transformers. As formulated by PLEXOS, each DA optimization problem has about 73,000 integer variables, 1.2 million continuous variables, and 23 million non-zeros. Because of the size of the problem, runtimes would be infeasible if the model were run consecutively from January 1 through December 31 of the study year. 
To address the extreme computational challenge presented by large UC&D models, previous work at NREL developed methods to decompose annual UC&D simulations into shorter time horizons while preserving the accuracy of simulation results (Barrows et al. 2014). Leveraging characteristic behavior patterns of existing generators, that work identified the number of DA simulation periods required to overcome a lack of start condition information. The effort resulted in a method for time domain decomposition and parallel simulation of production cost models. Figure 58 illustrates how an annual simulation might be decomposed into 4 partitioned simulations. Inter-temporal constraints are required to represent the time that it takes to turn on/off a generator and to change the output of a generator. While the accuracy of UC&D simulations is dependent, in part, on the enforcement of these inter-temporal constraints, the effects of enforcement in earlier simulation steps diminish. For example, while a certain generator may have a binding minimum on time sometime during January, that constraint is unlikely to affect that same generators operation in August. Additionally, the inter-temporal constraints require the sequential simulation of each step in the horizon, which can lead to extremely long computation times.
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[bookmark: _Ref420964743][bookmark: _Toc420968063]Figure 58. Illustration of annual vs. decomposed PCM horizons
The overlap period shown in Figure 58 at the beginning of partitioned horizons 2-4 is a set of extra simulation periods that enable more accurate simulation of the partitioned UC&D. For example, if partitioned simulation starts on midnight of April 1 without information about system operation in March, no information about how long generators have/have not been operating is passed to the start conditions of the simulation period,[footnoteRef:10] and thus the simulation cannot represent the inter-temporal constraints that define generator operation. Adding overlap periods to the beginning of the simulation step gives the simulation time to establish operational history so that inter-temporal constraints can be enforced throughout the duration of the partitioned horizon. The amount of overlap required to minimize the error introduced by partitioning is roughly 2 simulation periods (days) (Barrows et al. 2014).  [10:  By default, PLEXOS considers all inter-temporal constraints non-binding at the beginning of simulation horizons.] 

ERGIS utilized the time domain partitioning method to parallelize PLEXOS PCM simulations using NRELs Peregrine high performance computing (HPC) system (NREL 2015). The massively parallel architecture of the HPC system enabled simultaneous execution of annual PCM simulations partitioned into 73 independent simulation horizons. After partitioning, each DA simulation horizon consisted of 5 simulation steps (days) with an additional 2 overlap steps. Figure 59 shows the computational tractability improvements achieved through partitioning and parallel simulation methods. The approximately 20x speedup enables annual simulations that were projected to take in excess of 400 days to be computed in roughly 20 days.
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[bookmark: _Ref420965271][bookmark: _Toc420968064]Figure 59. Computation times for annual simulations before and after partitioning and parallel computation methods were applied.


[bookmark: _Toc420855050][bookmark: _Toc420935213][bookmark: _Toc420967975]Operational Impacts and Modeling Results 
NREL analyzed the results of the unit commitment and economic dispatch modeling conducted with PLEXOS using a variety of operational metrics in order to understand how varying levels of wind and solar generation impact system operations. We then compared these metrics across scenarios at both an interconnection-wide and regional level.
[bookmark: _Toc420855051][bookmark: _Toc420935214][bookmark: _Toc420967976]Annual Generation
Wind and solar resources often displace other sources of generation because of their low variable costs, specifically their zero fuel cost. NREL analyzed the impact of VG on the annual generation of coal, CC, and CT resources at both an interconnection and regional level.
[bookmark: _Toc420855052][bookmark: _Toc420935215][bookmark: _Toc420967977]Interconnection-wide 
Figure 60 shows the total generation for the U.S. EI, and Figure 61 shows generation differences between the LowVG and the rest of the scenarios. Coal, CC, and CT generation are displaced as a result of VG generation increases. Nuclear generation was assumed to be inflexible and therefore does not change across scenarios. In the LowVG case, coal makes up 46% of all generation, which decreases to approximately 30% in the RTx30 and ITx30. CC also changes substantially, with a decrease in generation from 22% in the LowVG to just 12% in the RTx30 and ITx30. CT plant generation in the ITx30 and RTx30 is half as much as in the LowVG and RTx10 scenarios. At the U.S. EI-wide level, generation levels from coal, CC, and CT in the two 30% cases are roughly equal.
[image: C:\Users\abloom\Dropbox\ERGIS\Reference_plots\EI-gen-by-type-plot-1.png]
[bookmark: _Ref420429366][bookmark: _Toc420968065]Figure 60. Annual generation by generator type for the U.S. Eastern Interconnection across all four scenarios
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[bookmark: _Ref417972429][bookmark: _Toc420968066]Figure 61. Differences between LowVG and other scenarios in annual generation by generator type for the U.S. EI
Table 33 shows the fuel usage (in quads, or quadrillion Btu), consumed by coal and gas generators in each of the scenarios. In the LowVG, generators used 6.1 quads of gas, and 15.3 quads of coal. As VG penetration increases, fuel use declines. In the two 30% scenarios, the U.S. EI uses about one third less coal and about half as much gas.
[bookmark: _Ref420318864][bookmark: _Toc420968150]Table 33. Fuel Usage by Coal and Gas Generators in ERGIS Scenarios (quadrillion Btus)
	
	LowVG
	RTx10
	RTx30
	ITx30

	Coal
	15.3
	13.9
	11.0
	10.7

	Gas
	6.1
	5.0
	3.3
	3.3


[bookmark: _Toc420855053][bookmark: _Toc420935216][bookmark: _Toc420967978]Regional Analysis
Differences between annual thermal and hydro plant generation in the ITx30 and RTx30 were minimal on an interconnection-wide basis, but regional differences were substantial. Figure 62 shows the annual generation for all scenarios for each U.S. region, as well as the load. Although the modeled scenarios significantly vary the installed VG resources, net imports and exports do not change appreciably between scenarios. SPP and, to a lesser extent, PJM and FRCC are exceptions. This is likely because of the extremely high VG penetrations in both SPP and FRCC and the ability of PJM to import energy from several different regions. 
[image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_summary_for_report_may30_DP\Regional-gen-by-type-plot-1_altered_legend.png]
[bookmark: _Ref420429743][bookmark: _Toc420968067]Figure 62. Annual load and generation by generator type for all U.S. EI regions
Using LowVG generation as a baseline or zero point, Figure 63 highlights the differences in generation in each scenario and U.S. EI region. The thermal plant displacement in MISO is highest in the ITx30 because the ITx30 assumes that new wind capacity is installed predominantly in MISO. Similarly, SERC experiences more regional displacement in the RTx30 because the RTx30 requires intraregional VG resources to be deployed in SERC. The impact of new wind and solar generation on thermal generators varies across regions. 
[image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_summary_for_report_may30_DP\change-in-energy-regional-same-y-1_altered_legend.png]
[bookmark: _Ref417974085][bookmark: _Toc420968068]Figure 63. Difference in annual generation between LowVG and other scenarios, by generator type

[bookmark: _Toc420935217]FRCC
Table 34 details the percent difference in fossil-fueled generation for FRCC, compared to the LowVG. There is a noticeable increase in CT generation as penetration of solar increases. This change is unique to FRCC, as CT operation decreases in every other study region for the RTx30 and ITx30. The displacement of CC in FRCC is also significant. 
[bookmark: _Ref419813232][bookmark: _Toc420968151]Table 34. Difference in Coal- and Gas-fueled Generation from LowVG for FRCC (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	1
	-1
	-2

	RTx30
	-14
	-41
	51

	ITx30
	-10
	-32
	9


[bookmark: _Toc420935218]ISO-NE
ISO-NE experiences significant displacement of CC generation as the wind, solar, and transmission systems change across the scenarios. As in FRCC and SERC, the ISO-NE thermal units experience the largest displacement in the RTx30. Table 35 details the percent change in fossil-fueled generation for each scenario. 
[bookmark: _Ref419813491][bookmark: _Toc420968152]Table 35. Difference in Coal- and Gas-fueled Generation from LowVG for ISO-NE (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-10
	-26
	-15

	RTx30
	-33
	-60
	-25

	ITx30
	-30
	-55
	-32


[bookmark: _Toc420935219]MISO
An analysis of MISO indicates that differences in the operational impacts of VG deployment strategies may not be apparent when analyzed at an interconnection-wide level. Several interconnection-wide metrics have nearly identical values across scenarios, but in MISO those values vary significantly between the scenarios. As seen in Figure 63, MISO experiences the largest thermal generation displacement in the U.S. EI. This displacement is explained in more detail in Table 36. 
[bookmark: _Ref419813667][bookmark: _Toc420968153]Table 36. Difference in Coal- and Gas-fueled Generation from LowVG for MISO (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-13
	-26
	-17

	RTx30
	-31
	-38
	-29

	ITx30
	-42
	-72
	-43


[bookmark: _Toc420935220]NYISO
Annual generation for thermal plants in NYISO differ across all scenarios and are detailed in Table 37. Just as in MISO and SPP, thermal plant displacement is lower in the RTx30 than the ITx30, despite the increase in local solar generation. However, VG penetration in MISO differs from SPP, and NYISO. The amount of energy generated by wind and solar in NYISO does not change appreciably between the ITx30 and RTx30, whereas the VG penetrations in MISO and SPP drop from 39% and 72% in the ITx30 to 28% and 58% in the RTx30. Total VG penetrations for NYISO in those same scenarios are within one half of one percent of one another.
[bookmark: _Ref419815550][bookmark: _Toc420968154]Table 37. Difference in Coal- and Gas-fueled Generation from LowVG for NYISO (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-27
	-27
	-35

	RTx30
	-36
	-44
	-40

	ITx30
	-29
	-56
	-24


[bookmark: _Toc420935221]PJM
PJM thermal plant displacement increases considerably between the RTx10 and the 30% scenarios. The displacement of fossil-fueled resources in PJM is detailed in Table 38. However, differences in displacement between the ITx30 and RTx30 are negligible. Coal and CC generation are virtually identical in both 30% scenarios. PJM experiences the most CT displacement in the study, on both an absolute and percentage basis. CT generation decreases 66% in the RTx30 and 62% in the ITx30, a difference of only 1 TWh. The similarities in thermal plant displacement exist under both scenarios because local wind generation is replaced by remote wind generation imported from MISO and SPP via the larger transmission expansion in ITx30, including the highly-utilized HVDC lines. The utilization of the HVDC lines is described in section XX. 
[bookmark: _Ref419816225][bookmark: _Toc420968155]Table 38. Difference in Coal- and Gas-fueled Generation from LowVG for PJM (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-5
	-15
	-32

	RTx30
	-27
	-45
	-66

	ITx30
	-27
	-45
	-62


[bookmark: _Toc420935222]SERC
Annual generation from thermal plants in SERC differs considerably across the scenarios. The displacement is detailed in Table 39. Because very small amounts of VG are deployed in SERC in the RTx10, only minor displacement of thermal plants occurs. This displacement is driven by VG capacity to meet SRPS in neighboring regions, therefore leading to more imports. Thermal plant displacement is highest in the RTx30.
[bookmark: _Ref419816171][bookmark: _Toc420968156]Table 39. Difference in Coal- and Gas-fueled Generation from LowVG for SERC (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-1
	-2
	-11

	RTx30
	-15
	-39
	-56

	ITx30
	-7
	-24
	-42


[bookmark: _Toc420935223]SPP
SPP has the highest regional VG penetration levels in the study. This results in significant amounts of thermal plant displacement (see Table 40). Notably, in the ITx30, CC generation is almost completely displaced from the market by VG. 
[bookmark: _Ref419816485][bookmark: _Toc420968157]Table 40. Difference in Coal- and Gas-fueled Generation from LowVG for SPP (%)
	Scenario
	Coal
	Gas CC
	CT/Gas boiler

	LowVG
	
	
	

	RTx10
	-30
	-63
	-35

	RTx30
	-58
	-82
	-52

	ITx30
	-62
	-95
	-62


[bookmark: _Toc420855054][bookmark: _Toc420935224][bookmark: _Toc420967979]Transmission Utilization
As mentioned in chapter X, ERGIS adopted the EIPC transmission expansions, which include planned transmission builds as well as transmission expansions to meet the simulated increase of wind capacity in the SPP and MISO. The EIPC transmission expansions were not implemented into the ReEDS capacity expansion model, so the generation expansion and transmission expansion were not explicitly co-optimized. The ERGIS and EIPC scenarios were similar enough that the value of using a vetted, well-researched transmission expansion outweighed the disadvantages of using non-co-optimized generation and transmission expansions, particularly because capital costs were not within the scope of ERGIS. However, the non-co-optimization of transmission expansion and generator expansion, as well as a number of other assumptions about VG interconnection and technical capability, lead to a number of caveats that should be considered when drawing conclusions from these results:	Comment by Aaron Townsend: Add cross-reference to EIPC transmission expansion section
The EIPC transmission expansion was largely driven by wind capacity expansion, with solar expansion limited largely to distributed solar.
Wind and PV are interconnected on the transmission network at 230 kV or higher
Transmission schedules are not locked in ahead of time and the rates of change were not limited.
Transmission elements within the subregions were assumed to be nonbinding. Flows were constrained by flowgate limits only as they crossed between transmission subregions.
$10/MWh hurdle rates are a proxy for market friction between regions, although this likely depends on the specific region pairs 
[bookmark: _Toc420855055][bookmark: _Toc420935225][bookmark: _Toc420967980]Energy Interchange Between Regions
Figure 64 shows the total annual energy interchanged between the macro-regions in the four scenarios[footnoteRef:11]. With the exception of SPP and PJM, most regions remain a net importer or net exporter of energy in all scenarios, despite the changes in transmission system topology between the scenarios. However, the scale of interchange around the interconnection varies between the scenarios, as does the direction of interchange between neighboring regions. For example, the pattern of flow between MISO, MB, and IESO differs in every scenario. These changes in pattern are influenced by the interchange between MISO and its other neighbors; SPP, PJM, and SERC increase their imports from MISO as VG penetration increases. At the same time, solar in the Southeast influences the imports to SERC, especially in the RTx30.  [11:  Appendix XX has a table of the magnitudes that make up Figure 64. ] 

The largest changes in net interchange are observed between regions that have significant increases in transfer capability and the expansion of wind and solar generation (see Figure 19-21), such as interchanges between SPP and MISO and SPP and PJM. For example, the ITx30 scenario assumes the addition of two HVDC lines between SPP and PJM, and these lines facilitate a net annual interchange of 32 TWh between two regions that do not otherwise share a direct electrical interconnection. The ITx30 scenario also assumes new HVDC transmission capacity between the MISO-PJM-SPP systems, but the impact of these ties is not limited to these regions.
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[bookmark: _Ref418752496][bookmark: _Toc420968069]Figure 64. Total net interchange between regions
Table 41 shows the U.S. EI’s net imports from Canada in each of the scenarios. In the LowVG, the U.S. EI imports about 1.1% of its load from Canada, predominately from Quebec into ISO-NE and NYISO. The addition of low-operational-cost generation in the U.S. EI decreases the imports from Canada, particularly in the RTx30 scenario where more wind and solar generation is located in ISO-NE and NYISO.
[bookmark: _Ref420530433][bookmark: _Toc420968158]Table 41. Annual U.S. EI Net Imports from Canada 
	Scenario

	U.S. EI net imports from Canada (TWh)
	Share of U.S. EI load (%)
	Change relative to LowVG (%)

	LowVG
	34.8
	1.1
	NA

	RTx10
	28.1
	0.9
	-19

	RTx30
	23.5
	0.7
	-32

	ITx30
	27.5
	0.8
	-21


Table 42 separates the annual imports and exports that make up the net interchange for each region. FRCC is a good example of a region where net interchange does not changes little across scenarios, but the utilization of the transmission between the regions increases substantially. MISO is another case where the total net interchange does not change significantly, but the impact of the increased transmission capability and increased VG in and around this region leads to more frequent trading with neighbors. The total imports and exports indicate increased interchange as VG penetration increases. 
[bookmark: _Ref418164130][bookmark: _Toc420968159]Table 42. Annual Imports and Exports for Each Macro-region
	
	LowVG
	RTx10
	RTx30
	ITx30

	Region
	Imports (TWh)
	Exports (TWh)
	Imports (TWh)
	Exports (TWh)
	Imports (TWh)
	Exports (TWh)
	Imports (TWh)
	Exports (TWh)

	FRCC
	1
	6
	2
	5
	2
	8
	3
	7

	HQ
	4
	55
	5
	54
	5
	53
	6
	55

	IESO
	21
	10
	20
	6
	22
	5
	20
	5

	ISO-NE
	22
	1
	24
	1
	21
	2
	23
	1

	Manitoba
	1
	5
	5
	8
	6
	8
	1
	5

	MISO
	8
	21
	19
	29
	32
	25
	65
	53

	NBSO
	13
	7
	15
	8
	15
	6
	12
	4

	NYISO
	25
	3
	20
	6
	21
	7
	27
	11

	PJM
	14
	26
	14
	27
	11
	27
	61
	30

	Saskatchewan
	2
	0
	4
	0
	5
	0
	3
	0

	SERC
	25
	3
	30
	3
	32
	9
	47
	7

	SPP
	2
	1
	3
	12
	2
	24
	3
	94

	Total 
	139
	139
	159
	159
	174
	174
	272
	272


[bookmark: _Ref418769935][bookmark: _Toc420855056][bookmark: _Toc420935226][bookmark: _Toc420967981]Power Transfer Between Regions
The energy interchange between regions gives an overview of the average direction of energy transfer over the course of the study year. However, as shown by the imports and exports in Table 43, the interchange can mask a potentially large difference in how electricity flows may change within a day or season. These flows can be better represented with an analysis of the time-series transfer data and additional metrics that capture daily import-export characteristics. Figure 65 shows a two-day period of the interchange from NYISO to PJM for all four scenarios. As in Figure 64, the energy transferred annually between the regions does not change dramatically between the scenarios, but the real-time interactions do vary between scenarios. In Figure 65, increasing the level of VG leads to a larger range of interchanges, especially noticeable on June 11 in the ITx30 case, where NYISO goes from exporting about 3 GW during the afternoon to importing about 3 GW in the late evening. 
[image: ]
[bookmark: _Ref418167065][bookmark: _Toc420968070]Figure 65. Exports from NYISO to PJM for all four scenarios
Figure 66 shows the duration curves of exports between select regions for all periods in the year.[footnoteRef:12]The biggest changes between scenarios are seen in MISO and SPP, where there are substantial transmission expansions to collect and move wind power from the west to the east, primarily to PJM and SERC. MISO exports more in the ITx30 scenario, due to increased transmission capacity and very high levels of installed VG capacity. This is especially apparent when comparing the RTx10 and the RTx30 scenarios, which have the same transmission topology. [12:  In a duration curve, the periods are independently sorted by magnitude, so the points at each x-value in the four scenarios are not necessarily from the same time period in the time series data.] 

Figure 66 shows examples of soft transmission constraints being violated. For example, the FRCC-to-SERC interchange in ERGIS is limited to about 4.1 GW, but the duration curve shows spikes beyond the 4.1 GW limit at each end. 
[image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_summary_for_report_may30_DP\duration-plot-1.png]
[bookmark: _Ref418767877][bookmark: _Toc420968071]Figure 66. Annual duration curves of exports for select interfaces
Note: The y-axes differ between the plots. The different transmission expansions cause different export limits in the different scenarios.
While much of the power transfer in the middle of the country is aided by additional transmission, FRCC increases period-by-period power transfer with no transmission expansion beyond the LowVG scenario. RTx10 does not show much change from LowVG because FRCC has no additional generation capacity in this scenario. The 30% cases show increased importing and exporting to balance the system. Figure 67, which shows the total generation dispatch and load for FRCC and SERC for a four-day period in June for the RTx30, exemplifies how the 30% cases lead to greater utilization of the transmission interfaces connecting FRCC and SERC. Exports from FRCC to SERC are a result of the PV generation which has a mid-day peak, and there is a small amount of import from SERC after sunset on some days. 
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[bookmark: _Ref419643091][bookmark: _Toc420968072]Figure 67. Dispatch of FRCC and SERC in the RTx30
The direction of energy flow is an important parameter to understand when comparing the interchange of energy between regions. Table 44 shows the average number of times the direction of flow across an interface changes each day. The direction of average daily flows over the interfaces is consistent across the scenarios. In Table 44 we note that the number of changes is largely constant. However, as discussed in XXX, the timing of interchanges within the day can be substantially different between scenarios.
[bookmark: _Ref418772825][bookmark: _Toc420968160]Table 44. Daily Number of Changes in the Direction of Total Flow Across an Interface
	Source
	Sink
	LowVG
	RTx10
	RTx30
	ITx30

	FRCC
	SERC
	6
	6
	7
	7

	HQ
	IESO
	8
	7
	7
	8

	HQ
	ISO-NE
	2
	3
	4
	3

	HQ
	NBSO
	2
	2
	4
	3

	HQ
	NYISO
	3
	3
	4
	3

	IESO
	HQ
	8
	7
	7
	8

	IESO
	Manitoba
	9
	9
	9
	10

	IESO
	MISO
	13
	13
	13
	13

	IESO
	NYISO
	6
	8
	8
	8

	ISO-NE
	HQ
	2
	3
	4
	3

	ISO-NE
	NBSO
	14
	14
	10
	12

	ISO-NE
	NYISO
	7
	8
	8
	5

	Manitoba
	IESO
	9
	9
	9
	10

	Manitoba
	MISO
	5
	6
	6
	8

	Manitoba
	Saskatchewan
	4
	7
	3
	8

	MISO
	IESO
	13
	13
	13
	13

	MISO
	Manitoba
	5
	6
	6
	8

	MISO
	PJM
	4
	5
	5
	3

	MISO
	Saskatchewan
	4
	5
	5
	5

	MISO
	SERC
	12
	11
	12
	11

	MISO
	SPP
	13
	13
	11
	12

	NBSO
	HQ
	2
	2
	4
	3

	NBSO
	ISO-NE
	14
	14
	10
	12

	NYISO
	HQ
	3
	3
	4
	3

	NYISO
	IESO
	6
	8
	8
	8

	NYISO
	ISO-NE
	7
	8
	8
	5

	NYISO
	PJM
	14
	10
	10
	13

	PJM
	MISO
	4
	5
	5
	3

	PJM
	NYISO
	14
	10
	10
	13

	PJM
	SERC
	7
	8
	8
	7

	PJM
	SPP
	NA
	NA
	NA
	4

	Saskatchewan
	Manitoba
	4
	7
	3
	8

	Saskatchewan
	MISO
	4
	5
	5
	5

	SERC
	FRCC
	6
	6
	7
	7

	SERC
	MISO
	12
	11
	12
	11

	SERC
	PJM
	7
	8
	8
	7

	SPP
	MISO
	13
	13
	11
	12

	SPP
	PJM
	NA
	NA
	NA
	4


[bookmark: _Toc420855057][bookmark: _Toc420935227][bookmark: _Toc420967982]HVDC Utilization in ITx30 
The transmission system is utilized differently depending on changes in the generation mix and the topology of the transmission. The topology of the ITx30 scenario includes significant expansions of HVDC lines in the MISO-PJM-SPP network. As mentioned in Section 4.3.7, this scenario uses the EIPC Scenario 1 expansion. Table 45 shows the number of added HVDC lines in the MISO-PJM-SPP network, which includes two lines that begin and end within MISO. 
Figure 68 shows the location of the HVDC lines as well as the rest of the ITx30 transmission expansion in the MISO, SPP, and PJM regions.
[bookmark: _Ref418608718][bookmark: _Toc420968161]Table 45. HVDC Capacity in ITx30 Scenario
	Interface
	Added HVDC transfer capacity (GW)

	SPP and PJM
	2 lines x 3.5 GW = 7 GW

	MISO and PJM
	2 lines x 3.5 GW = 7 GW

	Western MISO to Eastern MISO
	2 lines x 3.5 GW = 7 GW



[bookmark: _Ref419644301][image: ]
[bookmark: _Toc420968073]Figure 68. The ITx30 transmission expansion includes six HVDC lines connecting the MISO and SPP regions to PJM
Figure 69 shows the annual utilization of the six HVDC lines in Table 45 for the ITx30 scenario. The grey traces show the time series of the energy transferred on the lines, while the red traces show the duration curve of the same data. All the lines are utilized in both directions on a fairly regular basis, as can be ascertained from the gray traces, but there is a clear trend for more exporting toward the east, which follows the overall trends observed in section 8.2.2. Several lines are using their full capacity to export east for a large portion of the year, although the ‘SPP to PJM North’ and ‘MISO(w) to MISO(e) South’ lines are used to ship power toward the west about as often as they are used to ship power toward the east. 

[image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_plots_regional_for_report\DC-lines-1.png]
[bookmark: _Ref419643973][bookmark: _Toc420968074]Figure 69. Energy transferred across select HVDC lines in ITx30 scenario
[bookmark: _Toc420855058][bookmark: _Toc420935228][bookmark: _Toc420967983]Transmission Conclusions
The two 30% cases highlight the role transmission plays in determining how VG can be used around the EI. RTx30 treats VG as local resource, and ITx30 allows utilization of best resource. The ITx30 case has about 55% more interchange than the RTx30 case, in large part due to the HVDC network of MISO-PJM-SPP. And as illustrated in the case of SERC and PJM, greater local resources in RTx30 lead to more local generation and less need for imports than in ITx30. 
[bookmark: _Toc420855059][bookmark: _Toc420935229][bookmark: _Toc420967984]Synchronous Generation
The dynamic performance of the power system in the presence of high penetrations of renewables is an area of active research (Eto 2010, Miller 2011, Miller 2014, EirGrid 2011, Zhang 2013). While analysis of frequency response and transient stability during emergency conditions is outside the scope of this study, commitment and dispatch models are critical to setting the initial conditions of dynamic modeling exercises. Several metrics highlight periods of operation where the amount of synchronous capacity online was dramatically lower than current levels. Because wind and solar resources are asynchronous to system frequency, they do not provide true system inertia. However, active power controls for inverter-based technologies can provide synthetic inertial control (Ela 2014). 
This raises a variety of research questions about the ability of the system to maintain transient stability and sufficient system inertia during emergency conditions. While analysis of these questions requires a different magnitude model and data, our VG penetration levels are exogenously constrained by thermal operating limits and the study’s requirement of reserves. Similarly, some large coal and CC plants have long minimum up times related to energy and reserves provisions. Modifications to these assumptions would likely increase annual penetration levels and instantaneous penetration levels. 
Figure 70 shows the average VG penetration over all periods and the maximum instantaneous penetration, as a percentage of the total generation. Because the penetration levels evaluated in this study are based on total annual energy, VG penetration exceeds the 10% and 30% scenario definitions during numerous periods. These high periods are balanced by other periods that might have very low or no VG generation. Despite the modest annual penetration of wind and solar in the RTx10 for the U.S. EI, the system experiences some very high instantaneous penetrations in ISO-NE, NYISO, and MISO. SPP has the highest instantaneous penetration—85%—for the RTx10. Even with very little VG installation in the Southeastern United States, the U.S. EI reaches an instantaneous penetration of 25% in the RTx10.
In the 30% cases, with higher VG penetration levels, the highest instantaneous penetration for the U.S. EI occurs in the RTx30. There, VG penetration peaks at 60% of all generation. The RTx30 also has the highest instantaneous penetration level for most of the regions. This is because capacity in that scenario is more dispersed across the interconnection. The regional exceptions to this trend are MISO and SPP, which have their highest penetration in the ITx30. The maximum instantaneous penetration of VG in MISO is 74% in the ITx30, compared to 62% in the RTx30. The difference in maximum penetration for SPP only differs slightly between the ITx30 and RTx30. The instantaneous penetration in the ITx30 is 96%, in the RTx30 that value increases to 93%. Under both 30% scenarios, SPP averages more than 50% penetration of VG, with periods where less than 10% of energy is from synchronous generation. 
The largest disparities between average and maximum penetrations occur in SERC and FRCC, the regions with the highest fractions of solar generation. This is not surprising. The “duck curve” in California (CAISO 2013) exemplifies the projected impacts of high penetrations of solar causing large daily swings in net load[footnoteRef:13], therefore causing modest averages but very high penetrations in some periods. [13:  Net load is electricity demand minus generation from wind and solar.] 
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[bookmark: _Ref419361219][bookmark: _Toc420968075]Figure 70. Instantaneous penetration of VG as a percent of total generation
Note: The average and maximum values are presented as the bar and point, respectively.
VG penetration is just one way to characterize the relationship between VG and the rest of the system, other physical conditions can be indicative of potential system instability or weak grid issues. Figure 71 shows the amount of synchronous capacity online divided by the load. We calculate this for each time period of the study year with the equation

where SCLt is the online synchronous-capacity-to-load ratio during interval t; Ci is the nameplate capacity of an individual synchronous (thermal or hydro) unit; xt is the on/off status of the synchronous unit; and loadt is the electricity demand within a defined region.
SCL gives an indication of the amount of capacity with a synchronously-connected spinning mass (in the form of a turbine) on the system at any given time, which is an important metric when considering impacts on frequency response. The figure shows the distribution of all periods in the study year in the form of a boxplot. The colored boxes represent the middle 50% of periods, and the whiskers extend to the maximum and minimum value of SCL. The number on the plot represents the minimum value of SCL reached within the scenario.
The impact of increased VG for the U.S. EI is a steadily decreasing presence of synchronous capacity, both in the temporal distribution and minimum periods. The difference between the minimum SCL values for the two 30% cases is 3%, while total energy difference provided by VG is only about 1%. While the U.S. EI has a relatively narrow distribution of SCL because of the diversity between regions, the distribution of SCL across individual regions is much broader. The trends of decreasing synchronous capacity with increasing VG are similar to the VG penetration trends of Figure 70, with concentrated resources in SPP and MISO driving those regions to relatively low synchronous capacity online. FRCC also covers a large range of online synchronous capacity, especially in RTx30 where solar penetration is highest.
PJM illustrates one limitation of using this metric. PJM is the EI’s biggest region by demand and installed capacity and has a similar SCL as the entire U.S. EI. It reaches its minimum point in RTx30, although the distribution of SCL is mostly unchanged between the 30% cases. This can be largely attributed to two factors: (1) PJM has 13 GW more installed VG in the RTx30, which would likely lead to greater extremes in SCL, and (2) SCL does not take into account imports and exports, which vary in PJM between the scenarios (see Figure 64). Characterizing the impact of interconnectedness between regions and the impact of HVDC lines on non-synchronicity is in need of further research.
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[bookmark: _Ref419361424][bookmark: _Toc420968076]Figure 71. The distribution of all periods within the study year for the ratio of online synchronous capacity to load
Synchronous capacity online includes the full nameplate capacity of all committed units.
VGCt, the total VG generation as a percentage of the total capacity online, combines the ideas in the two previous metrics. VGCt is calculated as:

where  is the VG generation at time t and the other variables are as described previously. VG in this case is not given full nameplate capacity, but rather the total generation in the time period. The maximum and average values of this metric for the U.S. EI and each U.S. region are presented in Figure 72.
When online capacity is used in place of generation, the maximum and average penetrations are not as high, as seen in Figure 14 compared to Figure 70. VGCt is potentially a more meaningful metric than VG penetration because online capacity—as opposed to the amount of generation within a region—is a better representation of the inertial response characteristics of the system. In contrast to the two previous metrics, VGCt accounts for exports from the region, because all synchronous generation within a region is accounted for in addition to the total generation from VG.
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[bookmark: _Ref419373568][bookmark: _Ref419373577][bookmark: _Toc420968077]Figure 72. Instantaneous VG penetration as a percent of online capacity
The maximum and average number is presented, with the value on the plot representing the maximum.
None of the extreme periods observed in this section have been analyzed using appropriate AC powerflow analytical tools. As such, these metrics are provided to identify areas for future research on system stability in the EI. Focusing on the 30% cases, certain regions, such as FRCC, fare better in ITx30 in terms of traditional characteristics of stability. Instantaneous VG penetration is lower, there is more online synchronous capacity for most of the year, and the periods of low synchronous capacity are less extreme in the ITx30. The opposite is true for MISO and SPP, which are responsible for a much larger portion of the 30% target in ITx30 than other regions. Many regions, such as ISO-NE, NYISO, and PJM, perform similarly in both 30% cases. RTx10 has a fairly large impact on the characteristics in NYISO and SPP, which may be a concern in the near future. 
Taken as a whole, these metrics indicate that very high penetrations of inverter-based generating technologies should be expected in scenarios with 30% penetration of wind and solar. The ability of the system to respond to contingency events under high VG penetration warrants further research. 
[bookmark: _Toc420855060][bookmark: _Toc420935230][bookmark: _Toc420967985]Daily Operations
We analyzed the daily operation of the power system at a regional and U.S. EI level to understand how the unit commitment and 5-minute dispatch of the system are impacted by wind and solar PV. We reviewed three periods of system operations—high load, high wind generation, and high solar generation—in terms of committed capacity, generation, curtailment, and inter-regional transfers.
In order to understand how forecast errors impact unit commitment and economic dispatch, the study team developed a variety of plots to show the DA and real-time forecast of wind and PV as well as the DA unit commitment and real-time dispatch of coal, CC, and CT. Figure 73 describes how to read these plots. For thermal resources, the dark gray line is the capacity committed in the DA market for each class of thermal resources. This data is a result of the DA, hourly unit commitment conducted in PLEXOS. In real-time, at a 5-minute level, both coal and CC units can be dispatched to any point within their commitment schedule. This means that coal and CC units cannot be operated above the dark gray line. CT, wind, and PV resources, however, can generate at a level that differs from the DA commitment/forecast. Since CT units are the only thermal resources that can be committed or decommitted in real time. The real-time committed capacity can differ from the DA committed capacity based on the re-commitment. The difference between the gray line and the pink line for CTs is the difference in the commitment. As with other thermal plants, the filled area is the amount of energy generated by the resources. 
Wind and PV resources are slightly different. The dark gray line represents the DA forecast. The blue and yellow lines for wind and PV reflect the actual potential output of the wind and solar resources at a 5-minute level. Any differences between the potential output (blue and yellow lines) and the generation (blue and yellow shaded regions) for wind and solar is curtailment.
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[bookmark: _Ref420852073][bookmark: _Toc420968078]Figure 73. Key for interpreting DA and real-time dispatch and commitment figures
Operational impacts of VG can occur on many time scales. It has been posited that hourly modeling of operations is not adequate to capture the sub-hourly variability that exists in VG generation. For this reason, NREL modeled operations down to a 5-minute temporal resolution. This was done to capture the impact VG has on the economic decisions that lead to generation commitment and dispatch. The results show that there are a number of operational characteristics of VG generation that impact thermal and hydro operation at a sub-hourly level.
Figure 74 shows generation in ISO-NE on December 3 for the RTx30. On this day, local wind and solar resources contribute significantly to meeting load and experience some curtailment. The shaded areas in Figure 74 show actual generation as determined by our model, while the black line is an approximation of what an hourly model would determine as generation. Sub-hourly variability in PV and wind that could not be captured by an hourly optimization is apparent from the difference in the black lines and the shaded areas. The impact of this sub-hourly variability is reflected in the thermal plant operation. CTs have an increase in output that takes place between 3:30 and 4 p.m. Hourly models would not have captured this increase. There is also a ramp around 5:30 p.m. that lasts until 5:55 p.m. This ramp impacts all thermal generation and would have been missed in an hourly simulation. CCs also have a number of sub-hourly ramps that are simplified in the hourly representation, as well as multiple 5-minute periods starting at 5 p.m. that are approximated by the hourly model as being lower in output than is captured with 5-minute resolution.
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[bookmark: _Ref420771491][bookmark: _Toc420968079]Figure 74. Generation in ISO-NE for a three-hour period on December 3rd for the RTx30
Colored areas represent the output from our models, while the black lines represent the output approximated by a one-hour optimization period. The red lines in the top figure are for reference.
Figure 74 shows that there are aspects of operation that are captured in our model that would not have been had we only modeled at 1-hour resolution. While we observe notable sub-hourly variability and uncertainty in our model, analysis of the necessity of 5-minute simulations is an area that deserves further research.
[bookmark: _Toc420855061][bookmark: _Toc420935231][bookmark: _Toc419880604][bookmark: _Toc420967986]U.S. EI High Load
High load conditions for the U.S. EI occur between July 31 and August 3. Figure 75 shows the 5-minute dispatch for the entire U.S. EI. In the LowVG, demand is met primarily with CT generation. The quantity of CT generation decreases as wind and solar are added to the system, and shifts toward the evening as the solar penetration level increases in the RTx30 and ITx30. Wind and solar resources contribute significant energy to meeting the peak load in both RTx30 and ITx30. However, the net load peak in the RTx30 is steeper than the ITx30 because of the assumed 10% solar penetration in the RTx30 and the associated evening ramp associated with sunset. 
High solar penetration also impacts operation of pumped storage and hydro generating resources. In the RTx30 and ITx30, hydro and pumped storage generation shifts to later in the day than in the lower penetration LowVG and RTx10 scenarios. Dispatch of coal and CC resources also changes in the 30% scenarios. Overnight ramping is most significant in the ITx30, where wind output is highest. In the RTx30 we observe a short-term ramp in the early morning before sunrise. After sunrise, coal generation is displaced by solar generation. At sunset in the 30% scenarios, CTs are ramped to meet the peak net load. In all scenarios, the U.S. EI relies on power imports from the Canadian provinces to meet peak load and peak net load. Canadian imports are not present in the evening hours. 
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[bookmark: _Ref420966757][bookmark: _Toc420968080]Figure 76. U.S. EI high load period for all four ERGIS scenarios
Figure 77 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and solar generation, and the real time commitment and generation of those resources. A forecast error in the RTx30 on July 31 results in curtailment of wind generation and a change in the commitment of CTs, which are recommitted to later in the day. 
Figure 78 also shows a forecast error in the ITx30 for wind generation. The forecast error results in the decommittment of CTs in the real-time and modest curtailment. Compared to the RTx30, the ITx30 also shows fewer CT commitments and less CT generation for the period of July 31–August 3. While the timing of coal and CC generation is largely constant across scenarios, the magnitude and steepness of the ramps increases in the RTx30 and ITx30. Even during peak load conditions, high penetrations of wind and solar largely displace thermal plant generation, compared to the LowVG and RTx10.
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[bookmark: _Toc420968081]Figure 79. Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
For a detailed guide to interpreting this plot, please refer to the appendix.

Analysis of the regional commitment and dispatch helps to identify regional impacts that drive interconnection-wide observations. Figure 80 and Figure 81 show that regional forecast errors in SPP and MISO drive curtailment in the U.S. EI on July 31 for the RTx30. Because the model uses identical variable cost assumptions for wind and solar, both solar and wind resources in SPP were curtailed even though the solar forecast was accurate and the wind forecast had significant error. The CC and CT dispatch stack for SPP is very shallow, with less than 1 GW of capacity available online and that at minimum generation. When wind generation exceeds forecast, the system will accept the additional wind as the lowest cost available option and redispatch committed coal and CC units down as far as their minimum generation levels will allow.
Power systems in neighboring MISO and PJM behave differently during the same time period. While changes in SPP CT operation on July 31 are small, commitments of CTs in MISO (Figure 82) and PJM (Figure 83) change as the solar generation increases and shift to later in the day during the real-time commitment. The pronounced ramp in CT generation in Figure 76 is generally coincident across regions, with the majority of the CT generation in MISO and PJM. The increase in CT generation in these regions on July 31 is a byproduct of the DA commitment for coal and CCs, both of which are dispatched in real-time at a level nearly equivalent to their commitment level.
In the eastern United States, PJM, ISO-NE and NYISO experience forecast errors during the peak load period that impact interconnection-wide results. However, the forecast errors for these regions are not coincident with forecast errors in SPP and MISO. Notably, similar magnitude forecast errors, on an U.S. EI basis, on July 31 and August 1, result in different levels of curtailment. These similarities in U.S. EI wind forecast error can be seen in the wind generation of Figure 76 for the RTx30. Figure 84, Figure 85, and Figure 86 illustrate a slight overestimate of wind in PJM, ISO-NE and NYISO on July 31, and a more significant underestimate for wind on August 1.
PJM, ISO-NE, and NYISO have significant quantities of CC and CT generation online during the August 1 forecast error period, which allows thermal resources to be dispatched below the DA commitment to accommodate the unexpected wind generation. In SPP, where there is very little CT and CC generation online, coal units are unable to accommodate the excess wind, and the system must curtail wind and solar to balance regional load. Conversely, in MISO, the ability of the system to accommodate under-forecast wind generation on July 31 is limited, in part, by transmission capacity between PJM and MISO. In FRCC, CC plants operate at DA commitment levels during the night time hours, and CC and coal cycle during hours of solar generation for both the RTx30 and ITx30 (Figure 92). As seen in Figure 92, FRCC exports to SERC in all scenarios and experiences modest amounts of solar curtailment as thermal units are brought online to accommodate the sunset ramp. 
Figure 93 shows the DA commitment and real-time dispatch of SERC. CC and CT operation in the ITx30 is driven, in part, by large forecast errors in MISO that resulted in higher-than-expected wind generation. During this time period, MISO exports more than 10 GW of energy to SERC.
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[bookmark: _Toc420968082]Figure 87. SPP Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Toc420968083]Figure 88. MISO Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Toc420968084]Figure 89. PJM Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Toc420968085]Figure 90. ISO-NE Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Toc420968086]Figure 91. NYISO Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Ref420616462][bookmark: _Ref420850385][bookmark: _Toc420968087]Figure 92. FRCC Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Ref420616469][bookmark: _Ref420850325][bookmark: _Toc420968088]Figure 93. SERC Commitment and dispatch for solar PV, wind, CT, CC, and coal during the peak load of the U.S. EI
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[bookmark: _Ref420617191][bookmark: _Ref420850292][bookmark: _Toc420968089]Figure 94. FRCC real-time dispatch during the peak load of the U.S. EI
[bookmark: _Toc420855062][bookmark: _Toc420935232][bookmark: _Toc420967987]U.S. EI High Wind Generation 
Peak wind generation in the EI occurs in early April, at a time of relatively low load. Figure 95 shows the 5-minute dispatch for the entire U.S. EI for April 1–3. Total demand and generation vary between about 250 GW and 380 GW during this time. In the LowVG, demand is met using predominately coal, nuclear, and CC generation. Wind, hydro, and other gas also contribute to serving the load. In the RTx10 up to 50 GW of wind generation displaces both gas and coal generation, and small amounts of curtailment occur. In the RTx30 and ITx30, significantly more wind and PV generation dramatically reduce the amount of generation from coal and gas. In the RTx30, PV generation peaks at about 100 GW and wind generation peaks at about 125 GW. In the ITx30, PV generation peaks at about 60 GW and wind generation peaks at almost 150 GW. Curtailment during this time period is fairly persistent in both 30% scenarios, with more in the RTx30 (due to transmission system differences).
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[bookmark: _Ref420660774][bookmark: _Toc420968090]Figure 95. U.S. EI generation during the peak wind period in the ITx30.
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[bookmark: _Ref420663748][bookmark: _Toc420968091]Figure 96. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in the U.S. EI during the peak wind period in the U.S. EI. 
For a detailed guide to interpreting this plot, please see Figure Q on page R.

Figure 96 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for the U.S. EI. There is significant ramping of coal and CC generation even in the LowVG. The PV and wind forecasts for these days are quite good, yet some curtailment still occurs in the non-LowVG scenarios. Curtailment persists over nearly the entire three-day period in the RTx30 and ITx30. The increased PV and wind displace a significant amount coal and CC commitment and generation. There are significant daily starts of CC capacity in all scenarios, but the RTx30 and ITx30 show more concentrated starts of CC capacity in the late afternoon hours as PV generation decreases. Starts do not change significantly for coal generators, but overall capacity factors are lower and ramp rates appear slightly faster than in the LowVG or RTx10 scenarios.
Figure 97 shows the generation and load for ISO-NE during the peak wind period. All scenarios have significant imports from Canada and a significant baseload of nuclear generation. The RTx10 decreases gas generation by about half in favor of up to about 3 GW of wind and PV. The RTx30 and ITx30 displace gas and coal generation much more significantly. Peak wind plus PV generation is about 7 GW in the ITx30 and 10 GW in the RTx30. The increased wind and PV generation displace some of the imports from Canada, and ISO-NE exports up to 4 GW of power during this time period.
One item of note on this graph is the curtailment shown even when importing power from Canada. The predominant import is from hydro in Quebec, and there is significant hydro generation in ISO-NE. Hydro generation is fixed by the DA value so it is inflexible in the RT. These inflexible hydro imports from Quebec can cause curtailment even when importing in RTx10, RTx30, and ITx30 scenarios, particularly when the DA forecasts under-predict the RT wind and PV available energy. This phenomenon can be seen in the first day of the time period.
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[bookmark: _Ref420677959][bookmark: _Toc420968092]Figure 97. Generation and load in ISO-NE during the peak wind period of the U.S. EI
Figure 98 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for ISO-NE. Coal and gas commitments and generation decrease significantly in the 30% scenarios. PV and wind forecasts both under-predict available energy during the first day, resulting in the curtailment seen in Figure 97 due to inflexible hydro generation.
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[bookmark: _Ref420674197][bookmark: _Toc420968093]Figure 98. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in ISO-NE during the peak wind period in the U.S. EI
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Figure 99 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for MISO. In the LowVG, most of the generation is from coal, with relatively little gas. Up to 10 GW of wind is present. In the RTx10, up to 25 GW of wind displaces mostly coal generation, with up to 5 GW of curtailment during the peak wind. The RTx30 has up to 30 GW of wind generation and 17 GW of PV generation, with times of a little over 10 GW of curtailment. The ITx30 has up to 52 GW of wind generation and 8 GW of PV generation, and up to 12 GW of curtailment. The RTx30 wind and PV generation primarily displace coal generation, because the wind is located in northern MISO where the thermal fleet is predominately coal. In contrast, the ITx30 shows a significant displacement of gas generation in southern MISO due to imports from SPP. It is important to note that the MISO regions is so large, with internal transmission constraints and significantly different resources in the northern and southern portions, that some of the MISO subregions often import from SPP while other regions are experiencing wind or PV curtailment.
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[bookmark: _Ref420754015][bookmark: _Toc420968094]Figure 99. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in MISO during the peak wind period in the U.S. EI

Figure 100 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for NYISO. Similar to ISO-NE, NYISO has significant imports from Canada in each of the scenarios, and the LowVG consistently imports from Canada. As in ISO-NE, the simulated inflexibility of Canadian hydro units results in wind curtailments. Examples of the impact of Canadian hydro constraints on NYISO dispatch are shown in the Appendix. NYISO also has base load generation from nuclear units in all of the scenarios. In the LowVG, generation is mostly from nuclear, hydro, and CC units. Unlike other areas, the RTx10 has similar amounts of wind to the RTx30 and ITx30. The wind generation reduces the coal and gas generation. Some curtailment occurs in each of the non-LowVG scenarios. In the RTx10, imports from Canada are eliminated and small amounts of net exports occur on the first and last days of this period. The RTx30 has more PV, which displaces more gas and causes more curtailment. Despite the large PV contribution, NYISO is still a net importer during the middle day of this period. ITx30 has less installed PV but otherwise has similar behavior to the RTx30.
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[bookmark: _Ref420755135][bookmark: _Toc420968095]Figure 100. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in NYISO during the peak wind period in the U.S. EI

Figure 101 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for PJM. In all scenarios PJM has a base load of nuclear generation. In the LowVG, coal generation makes up most of the remaining generation, with a smaller contribution from CC units. In the RTx10, wind and PV displace both coal and CC commitment and generation. The RTx30 has significantly more installed wind and PV, and CC generation is almost totally displaced and coal utilization is significantly reduced. Some curtailment of wind and PV occurs in the RTx30. Finally, the ITx30 has less wind and PV than the RTx30. In this period up to 10 GW of net imports from SPP and MISO occur, and there is minimal local curtailment.
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[bookmark: _Ref420755867][bookmark: _Toc420968096]Figure 101. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in PJM during the peak wind period in the U.S. EI

Figure 102 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for SERC. SERC has no PV or wind generation in the LowVG, and no PV and only a small amount of wind in the RTx10. In the LowVG and RTx10 SERC’s generation is mostly nuclear and coal, along with a small amount of CC. In the RTx30, up to 40 GW of PV and up to 4 GW of wind significantly displace CC commitment and generation and reduce coal commitment and generation some. The ITx30 has less wind and PV in SERC, but SERC imports more from MISO, which results in similar levels of CC and coal commitment and generation as in the RTx30. Evidence of interchange is presented in the regional dispatch stack appendix.
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[bookmark: _Ref420756291][bookmark: _Toc420968097]Figure 102. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in SERC during the peak wind period in the U.S. EI

Figure 103 shows the difference between the DA commitment of fossil fueled resources, DA forecast of wind and PV generation, and the RT commitment and generation of those resources, for SPP. In the LowVG, SPP’s generation is almost entirely coal, with small contributions from CC and wind. In the RTx10, up to about 20 GW of wind displaces coal and CC commitment and generation. The large amounts of wind on April 1 and 2 result in the total displacement of CC for the RTx10 and ITx30. In the RTx30, up to 35 GW of wind and 8 GW of PV is available, but curtailment is significant and peaks at about 15 GW. RTx30 coal commitment is significantly reduced, and coal generation is displaced by about 90% compared to the LowVG. In the ITx30, additional wind capacity causes reductions in coal and CC commitment and dispatch. The increased export capacity in the ITx30 transmission expansion decreases the amount of curtailment substantially despite the increased amount of wind capacity.
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[bookmark: _Ref420756816][bookmark: _Toc420968098]Figure 103. Commitment and dispatch for PV, wind, CT/Gas boiler, CC, and coal in SPP during the peak wind period in the U.S. EI

[bookmark: _Toc420328298][bookmark: _Toc420855063][bookmark: _Toc420935233][bookmark: _Toc420967988]U.S. EI High PV Generation
The PV generation peaks at a variety of periods in the months of April and May. One period of very high PV generation occurs between May 16 and May 18. This period of high PV production is coincident with similarly high amounts of wind generation. During these days PV generation exceeds 125 GW and wind generation is over 80GW. The U.S. EI dispatch for these days is presented in Figure 104. The load during this period is low, approximately 360-380 GW. The morning load ramp in the RTx30 and ITx30 is significantly impacted by the presence of very high amounts of PV. Unlike the LowVG and RTx10, traditional plants output decreases dramatically after sunrise in the RTx30 and ITx30. This is a result of the displacement of fuel based resources by cheaper PV generation.
Figure 105 provides the DA unit commitment and RT dispatch of the U.S. EI during this same period. PV generation on May 17 and May 18 is in excess of 120 GW in the RTx30. In the ITx30, PV is forecast over 50 GW each day, and forecast wind generation is over 100 GW. At an interconnection wide level we observe midday curtailment on May 17 in the RTx30 and ITx30. Curtailment present on May 18 in the RTx30 is much lower in the ITx30. An underforecast in wind is observed on May 17 and compounds PV curtailments on that day. As PV generation declines overforecast wind displaces CTs that were committed and dispatched on May 16 and CC and coal committed capacity and generation are significantly lower in the 30% scenarios than the LowVG and RTx10. CT generation is similar across scenarios and is used in the morning and evening ramps across all scenarios. Coal and CC cycling is higher in the 30% scenarios than the LowVG and RTx10. The high PV penetration in the RTx30 and ITx30 results in an additional morning ramp, just before sunrise for CC and coal plants that is not present in the LowVG and RTx10. Compared to the ITx30, coal and CC ramps at dawn are both steeper and more pronounced in the RTx30. CT utilization is highest at sunset, when PV plants go offline. 
Regional analysis of resource commitment and dispatch identifies the regional drivers of curtailment, forecast error, and thermal plant operations. Curtailment is observed in several U.S. EI regions for the 30% scenarios. The most significant curtailment occurs in FRCC, which is experiencing its peak PV generation. Figure 106  shows the commitment and dispatch for select resources in FRCC. On May 16, the region experiences a DA forecast error that is accommodated via the displacement of CTs in both 30% scenarios. The forecast PV generation in the ITx30 is over 25 GW on both May 17 and May 18. Modest curtailment is experienced just before the PV peak on May 17 and 18. In the RTx30, where PV generation is forecast to be 35 GW curtailment is much more significant. Since the high amount of PV generation was accurately forecast on May 17 and May 18, we observe CC is nearly completely displaced from the market. During these peak PV hours, committed goal generation is at its minimum generation. CT commitments are high in the evenings. The morning ramp for load and solar are fairly well matched, and experience little if any curtailment as CC generation declines significantly. At this point, coal generation reaches its minimum operation limits and SERC imports are limited by transmission capabilities.
FRCC’s northern neighbor, SERC, also experiences near peak PV generation, yet has very little curtailment. The commitment and dispatch for SERC on May 16 to May 18 is shown in Figure 107. In SERC, the high penetrations of PV do not dramatically impact the commitment of coal facilities, yet displace over 5 GW of CC capacity. A brief morning ramp is observed in coal plants in the RTx30 before sunrise May 17 to accommodate the evening PV ramp in both the RTx30 and ITx30.
MISO PV generation is almost equal to FRCC PV generation in the RTx30. Figure 108 shows the commitment and dispatch for coal, CC, CT, wind and PV. CC committed capacity is half of the LowVG in the RTx30. In the ITx30, CCs are almost totally displaced due to both high wind and PV generation. Curtailment is experienced by wind generation in all three VG scenarios; however, there is no PV curtailment. Coal generation ramps significantly to accommodate high levels of solar generation. 

[image: C:\Users\abloom\Dropbox\ERGIS\plots\NEW!! Interesting periods based on NEW!! insights\Dispatch_stacks\plots-Total EI - US-High Solar dispatch-1.png]
[bookmark: _Ref420656916][bookmark: _Toc420968099]Figure 104. U.S. EI dispatch during high PV generation for all scenarios
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[bookmark: _Ref420406911][bookmark: _Toc420968100]Figure 105. U.S. EI Commitment and dispatch for PV, wind, CT, CC, and Coal during high PV generation in the U.S. EI.
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[bookmark: _Ref420838693][bookmark: _Toc420968101]Figure 106. FRCC Commitment and dispatch for PV, wind, CT, CC, and Coal during high PV generation in the U.S. EI.
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[bookmark: _Ref420839435][bookmark: _Toc420968102]Figure 107. SERC Commitment and dispatch for PV, wind, CT, CC, and Coal during high PV generation in the U.S. EI.
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[bookmark: _Ref420349756][bookmark: _Toc420968103]Figure 108. MISO Commitment and dispatch for PV, wind, CT, CC, and Coal during high PV generation in the U.S. EI.
[bookmark: _Toc420855064][bookmark: _Toc420935234][bookmark: _Toc420967989]Operational Impacts
Need Transition 
[bookmark: _Toc420855065][bookmark: _Toc420935235][bookmark: _Toc420967990]Impacts on Thermal Generation
VG necessitates greater flexibility than is typically utilized in a power system made up of only thermal and hydro generators. A number of integration studies have shown that much of this flexibility can be found in the operational changes to these traditional generators, such as increased starts and more part-load operation (EnerNex 2011, GE Energy 2010, Lew 2013, GE Energy Consulting 2014a, GE Energy Consulting 2014b, CAISO 2010). This section summarizes impacts of operational changes on coal, CCs, and CT for the U.S. EI, and includes analysis of how inter-regional resource diversity affects these operational impacts.
[bookmark: _Toc420935236]Reduced Commitment and Generation
 
Figure 109 shows the impact of VG on the overall usage of thermal generators. The figure presents U.S. EI-wide results. Results for each U.S. region are presented in Appendix X. The figure shows the fleet-wide average capacity factor, output level when committed, and percent of time at minimum generation, for each generator type and scenario. As more VG is added to the system, the capacity factors of traditional generators decrease (Figure a).[footnoteRef:14] This is due to displacement of traditional generation by VG. A 30% increase in VG leads to about a 25% decrease in the capacity factors for coal and CCs.  [14:  Average capacity factor is calculated as the total energy produced divided by the total nameplate capacity of the generators and the amount of time in the year. The capacity factor includes outages, decommitments, and part-load operation.] 

The results of generator output for committed units are shown in Figure b.[footnoteRef:15] The decreasing capacity factors observed in Figure a are smaller in Figure b, and in some cases non-existent. While committed, coal units see mild decreases in output, and CC shows similar but more mild changes. The decrease in output level when committed indicates that coal and CC generators are operating in a load-following (or net-load-following) mode more often with increased VG. Output level changes more in RTx30 than in other scenarios, suggesting that balancing of regional resources in combination with more solar requires greater flexibility from the online baseload generators than does the ITx30. CT/Gas boilers see little to no change of output when committed. [15:  The ‘Average output when committed’ calculation represents the average output as a percentage of nameplate capacity when units are online and generating.] 

Figure c shows the percent of time the individual units spend at their minimum stable generation level when they are online (see section XX for details of minimum stable levels). All three generator types increase the fraction of time they operate at their minimum generation level in the high VG scenarios. Several characteristics of individual plants, including start costs and minimum up and down times, contribute to the frequency that the plant will operate at minimum generation. The RTx30 assumptions lead to the largest difference between the LowVG and other scenarios for the coal and CC units. CTs see their biggest differences in the ITx30. SPP and MISO, the areas with the most VG capacity in ITx30, have relatively small amounts of CC generation, especially as CCs are displaced in the higher VG scenarios. Therefore, CT/Gas boilers units are used, along with coal, to follow load in these regions.
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	(b)
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[bookmark: _Ref419727776][bookmark: _Toc420968104]Figure 110. Capacity factors of thermal units for the total fleet in the U.S. EI (a), Average output of committed units (b) and percent of online time at minimum generation (c)
Capacity factors are calculated as the nameplate capacity of the generators by fuel type for all periods of the year divided by the total energy produced. ‘Average output when committed’ counts only committed units and calculates the output as a percentage of nameplate capacity of the unit.
Figure 111 and Figure 112 show the commitment and dispatch of coal, CCs, and CT/Gas boilers between scenarios for the U.S. EI for summer and spring periods, respectively, and demonstrate the need for greater system flexibility with increased VG. The plots below show how resource commitment and dispatch change through the different scenarios, and offer insights into how individual generator types are impacted. 
Figure 115Figure  shows the summer period. During this period, coal commitment decreases slightly as VG penetration increases, but coal dispatch is more significantly altered with lower daily minimums, steeper ramps, and lower overall generation. CCs also see major changes to their operation, with lower overall commitment and larger daily swings in generation. CT/Gas boilers have significantly lower commitment and generation.
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[bookmark: _Ref419818036][bookmark: _Toc420968105]Figure 113. Commitment and dispatch of thermal units for all four scenarios for five days in summer
The solid line is the nameplate capacity of committed units and the area is the dispatch.
Figure 114 shows the spring period. In contrast to the summer period, in the spring period the coal commitment and generation is significantly affected by the VG penetration. Gas CC commitment and generation is also reduced, and the peak generation windows narrow from several hours to only a few. CT/Gas boiler generation is not substantially affected.
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[bookmark: _Ref419818050][bookmark: _Ref420960722][bookmark: _Toc420968106]Figure 115. Commitment and dispatch of thermal units in U.S. EI for all four scenarios for five days in spring
The solid line is the nameplate capacity of committed units and the area is the dispatch. Note: scales on the y-axis are different.
[bookmark: _Toc420935237]Ramping and Starting
Figure 116 shows the total number of positive ramps per quantity of energy generated by generator type[footnoteRef:16] for the U.S. EI as well as each U.S. region. As expected, coal ramps less than the more-expensive and more-flexible CCs and CTs. Coal and CT/Gas boilers see substantial impacts even in the relatively-low penetration RTx10, and the higher penetration RTx30 and ITx30 increase ramps further. RTx30 has the greatest impact for all fuel types system-wide, particularly the CT/Gas boilers.  [16:  A ramp is counted when a unit changes its power output in the positive direction more than 30%. Only positive ramps are counted in this calculation.] 

The ramps per quantity of energy generated for each of the U.S. EI regions. The impact on CT/Gas boilers is very different in the different regions, and high solar regions such as FRCC and SERC drive the trend shown in the EI-wide figure. The behavior in FRCC and SERC is caused by an evening decrease in PV output while demand remains high (for an example of FRCC and SERC dispatch see Figure 67). CCs provide a large part of the required ramp up in thermal power output, which is also reflected in these regions for RTx30, but CTs play a key part in providing energy and ramping for a short amount of time before the load begins decreasing in the late evening. 
The trends in coal are indicative of its need to follow net load more often in scenarios with high VG penetration. As gas is displaced (section XX), coal is on the margin more often and therefore expected to follow changes in net load. This is especially pronounced in the RTx30 case because of the increased daily cycling due to the greater installed solar capacity. CCs follow similar trends in that, U.S. EI-wide, the impact of ramping is most pronounced in the RTx30 case. Most individual regions also follow a similar pattern.
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[bookmark: _Ref420441101][bookmark: _Toc420968107]Figure 117. Number of ramps for the total U.S. EI as well as all U.S. regional fleets divided by the energy produced.
Ramps are counted as a unit changing its output in the positive direction for more than 30% over any time period.
Committing and decommitting thermal units is another form of flexibility within the power system. Figure 118 shows that as VG penetration increases, the capacity-starts[footnoteRef:17] increase for coal and CC units and decrease for CT units. The increase in Gas CC capacity starts is most pronounced in the RTx30. The RTx30 also shows more capacity starts than the ITx30, for two primary reasons. First, there is about twice as much PV throughout the U.S. EI in the RTx30 as in the ITx30. The larger amount of PV results in larger and more frequent daily changes in net load (see VG duration curves) and makes CC units (which have shorter minimum up and down times) more valuable. Second, the increased interregional transmission in the ITx30 allows greater use of imports and exports for balancing net load. [17:  The capacity-starts metric is the capacity-weighted number of starts per year. Capacity-starts is calculated as the sum of each unit started multiplied its capacity. Capacity-starts is used instead of starts to capture the impact of generator size.] 

Coal starts are also used as a means to increase flexibility. The ITx30 has the greatest increase in coal starts due to the regional characteristics of SPP and MISO, which have the largest installed capacity of VG in ITx30 and also relatively large amounts of coal capacity. Therefore, the highest variations in net load for the ITx30 are concentrated in areas where coal generators must start and stop frequently to follow load. CT/Gas boilers had substantially less generation in the high VG scenarios, and therefore less capacity started overall.
Figure102b shows the average number of days online per start by generator type and scenario. All three generator categories experience decreases in the average number of days online per start as the VG penetration increases. Coal generators decrease from about 37 days in the LowVG to 28 in the RTx10, 21 in the RTx30, and 20 in the ITx30. CC generators decrease from about six days down to about two days in the RTx30 and ITx30. CT/Gas boiler generators have average runtimes of less than one day in all four scenarios.
[bookmark: _Ref419718366][image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_summary_for_report_may30_DP\Starts-plot-1.png]
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[bookmark: _Ref420962311][bookmark: _Toc420968108]Figure 118 Capacity-starts (capacity in GW multiplied by number of starts, for each unit) for the U.S. EI generators by fuel type (top), and the average number of days online per start (bottom).
[bookmark: _Toc420855066][bookmark: _Toc420935238][bookmark: _Toc420967991]Generation from Hydro and Pumped Storage
Analysis of average daily hydro generation and pumped hydro profiles illuminates how changes in wind and solar penetration might impact hydro generation and pumped storage operation. Figure 104 shows the average daily generation for hydro generation in all ERGIS regions. The highest amounts of hydro generation in the United States are located in SERC, NYISO, and MISO.[footnoteRef:18]  [18:  Nameplate installed capacities in ERGIS database: 11 GW in SERC, 5 GW in NYISO, and 5 GW in MISO. ] 

Despite the substantial increase in wind generation from the LowVG to the RTx10, we observe very little change in average daily hydro operation, although MISO does have some small changes between the scenarios. In all regions and scenarios, hydro generation ramps up with the morning load and peaks during historical peak load periods. However, in the ITx30, which has a 5% solar penetration, we see the emergence of a more pronounced bimodal distribution in hydro plant generation. This distribution mirrors average diurnal patterns discussed in section X.Y.Z. The bimodal distribution of hydro generation increases in the RTx30 scenario, where solar makes up 10% of all U.S. EI load. The solar generation in the daylight hours pushes the optimal use of the hydro generation away from the mid-day hours and toward the morning load ramp and the evening peak. Compared to all other scenarios, the average daily hydro profiles for the RTx30 case are both greater, from a GW perspective, and shifted farther from the mid-day hours. As described in section X, hydro generators were constrained to have a minimum generation level of 20% of their maximum capacity during all hours to represent non-power-production constraints. 	Comment by Bloom: reference section on diurnal variability.	Comment by Aaron Townsend: Add cross-reference to hydro assumptions section
[image: C:\Users\abloom\Dropbox\ERGIS\Reference_plots_regional_for_report\hydro-1.png]
[bookmark: _Ref420962413][bookmark: _Toc420968109]Figure 119 Average daily hydro generation in all scenarios
Pumped hydro facilities see a substantial shift in operations under high penetrations of wind and solar (Figure 119). As with traditional hydro, MISO is the only region with substantial differences in pumped hydro operation in the RTx10, as compared ot the LowVG. There are substantial changes in the timing and peaks of pumped hydro generation as the VG penetration increases in the RTx30 and ITx30. These peaks are most significant in the RTx30. Morning load and solar peaks appear to have the same general shape in all regions and scenarios, however, in the RTx30 the pumped hydro generation is pushed further away from the mid-day hours. There are significant periods of time during the middle of the day where pumped hydro resources do not generate any electricity, which is a departure from operations in the LowVG and RTx10 cases.
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[bookmark: _Toc420968110]Figure 120 Average daily pumped hydro operation in all scenarios.
On an average basis, hydro resources and pumped storage in the United States contribute to balancing the diurnal variability of solar resources. As PV generation increases in FRCC and SERC, hydro generation and pumped storage operations in neighboring regions change. The interrelationship of hydro plant operations in the east and solar generation is an area that merits additional research. 
[bookmark: _Toc420855067][bookmark: _Toc420935239][bookmark: _Toc420967992]Curtailment 
Curtailment is a reduction in the output of a wind or solar generator from what it could otherwise produce, given meteorological conditions. There can be a variety of compounding causes of wind and solar generation curtailment, including available transmission capacity, thermal plant operating limits, and reserve requirements. 
Figure 121 shows the total available wind and solar generation that is curtailed in each of the study scenarios. Curtailment is highest in the RTx30 and nearly six times greater than the RTx10. Curtailment is not specifically assigned to wind or solar because they have the same marginal cost of zero. Table 46 shows how much VG is curtailed as a percentage of the available energy.  
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[bookmark: _Ref418862874][bookmark: _Ref420962546][bookmark: _Toc420968111]Figure 121. Curtailment of available wind and solar generation
[bookmark: _Ref420924184][bookmark: _Toc420968162]Table 46. Percentage of Available Wind and Solar Curtailed
	Scenario
	Curtailment (%)

	LowVG
	0.3

	RTx10
	2.9

	RTx30
	6.5

	ITx30
	3.8


A duration curve of wind and solar curtailment (Figure 122) shows that the maximum hourly curtailment in the RTx30 is nearly 70 GW, and curtailment exceeds 40 GW during numerous intervals. Most of the periods above 40 GW are in March and April and are confined to 13 individual days. Maximum hourly curtailment in the ITx30 and RTx10 cases are lower, with peaks of approximately 40 GW and 18 GW, respectively. 
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[bookmark: _Ref418863369][bookmark: _Toc420968112]Figure 123. U.S. EI duration curve for wind and solar curtailment
Curtailment in all of the scenarios follows seasonal trends in wind and solar generation (Figure 124), which is anti-correlated to seasonal electricity demand. Peak load for the U.S. EI occurs in early August. The most curtailment, in all scenarios, occurs in the months of March and April; however, curtailment in the RTx30 is twice as high as the ITx30. The seasonal patterns in curtailment indicate that action could be taken by system operators to maximize wind and solar generation by scheduling planned maintenance for thermal units during these seasons. 

[image: C:\Users\dpalchak\Dropbox\ERGIS\plots\Reference_summary_for_report_may30_DP\Curtailment-monthly-1.png]
[bookmark: _Toc420968113]Figure 125. Monthly curtailment profiles for each scenario
[bookmark: _Toc420935240]Regional Curtailment Analysis
Figure 126 shows the annual average daily profile of curtailment for the whole U.S. EI and for each U.S. EI region. For the whole EI, and most of the regions, the curtailment is highest in the RTx30 scenario, and a clear daily pattern is visible. The ITx30 also shows significant curtailment and a similar daily pattern. 
The U.S. EI daily pattern in the RTx30 shows two peaks. The first peak occurs in the early morning before the morning load picks up. This curtailment is entirely wind curtailment, as there is no solar generation during nighttime hours. The curtailment decreases rapidly as the load picks up in the morning. A second peak occurs at mid-day as solar curtailment increases and peaks, and then curtailment decreases as solar generation decreases in the afternoon and the load generally remains high.
In contrast to the RTx30, the U.S. EI daily pattern in the ITx30 shows a single peak during the low-load early morning hours. Curtailment decreases over the course of the day as load increases and remains high, and then begins increasing again when load begins decreasing around 9 p.m..
The daily pattern in the RTx10 follows a similar trend to the ITx30, as the VG in both is dominated by wind generation. The RTx10 has lower overall curtailment levels and a narrower peak than the ITx30.
Comparison of the RTx30 an ITx30 indicates that part of the curtailment can be attributed to the different transmission expansions used in the two scenarios. In the nighttime hours, solar power is not available so only wind is curtailed The difference in nighttime curtailment is primarily from SPP, where the RTx30 has higher curtailment than the ITx30 despite the fact that the RTx30 has lower installed wind capacity. The difference is the larger ITx30 transmission expansion, which allows more export to other regions.
A different component of the curtailment can be attributed to solar. FRCC shows significant curtailment in both the RTx30 and ITx30 scenarios. FRCC does not have any installed wind capacity, so all of the curtailment is solar. The RTx30 and ITx30 transmission expansions have the same amount of export capacity between FRCC and SERC, so the difference between the two is only due to the VG in the two scenarios.
[bookmark: _Ref419708110][bookmark: _Ref419708102][image: ]
[bookmark: _Ref420434433][bookmark: _Toc420968114]Figure 127. Yearly average daily profiles of curtailment for the whole U.S. EI and for each U.S. region



Figure 128 shows the seasonal average daily curtailment profiles for the whole U.S. EI and each of the U.S. regions. Each of the seasons shows peak curtailment in the low-load hours of the early morning, except for in FRCC and SERC where the dominant VG technology is solar.
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This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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[bookmark: _Ref419708119][bookmark: _Toc420968115]Figure 129. Seasonal average daily profiles of curtailment for the whole U.S. EI and for each U.S. EI region
[bookmark: _Toc420855068][bookmark: _Toc420935241][bookmark: _Toc420967993]Operating Costs and Emissions 
Operating costs—also called production costs and variable operations costs—are the variable costs associated with producing electricity and do not include capital costs. In ERGIS operating costs include fuel, variable operations and maintenance (VO&M), and startup costs. Wind and solar generation displace conventional thermal generation because of their low variable cost. This displacement affects system operating costs and emissions.
Figure  shows the operating costs of the U.S. EI for each scenario, and Table 47 contains the numerical values. Fuel costs account for about 90% of the operating costs in each scenario. Increases in VG lead to lower operating costs in all scenarios, with the biggest component of savings coming from decreased fuel use. Total operating costs decreased by approximately $10 billion (about 11%) in the RTx10 and $30–31 billion (about 31%–32%) in the ITx30 and RTx30 compared to the LowVG. Between the two 30% VG scenarios, the RTx30 had higher total operating costs by about $1 billion. Fuel costs were lower in the RTx10, RTx30, and ITx30 by about $10 billion, $29 billion, and $29 billion (11%, 32%, and 33%), respectively. VO&M costs followed the same trend and decreased by 7%, 22%, and 23%. In contrast, start costs were lower in the RTx10 by $90 million (6%) but higher in the RTx30 and ITx30 by $300 million (18%) and $80 million (5%), respectively.
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[bookmark: _Ref418854235][bookmark: _Toc420968116]Figure 130. Annual operating costs for each of the scenarios
Figure 112 shows the carbon dioxide emission for each of the scenarios, and Table  contains the numerical values. In the LowVG, almost two billion short tons of CO2 were emitted by the U.S. EI. Compared to the LowVG, the RTx10, RTx30, and ITx30 decreased emissions by about 11%, 31%, and 33%, respectively.
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[bookmark: _Toc420968117]Figure 131. CO2 emissions for the U.S. EI in each scenario
Table 48 also shows the operating cost savings normalized by the increased amount of wind and solar generation in the RTx10, RTx30, and ITx30 scenarios. The operating cost savings per additional wind and solar generation was $36.1, $36.8, and $37.0 in the RTx10, RTx30, and ITx30, respectively. With higher VG penetration these numbers typically decline, whereas in this case they actually increase. The increase is due to the differences in the types of VG (wind vs solar) and the different transmission expansions. The RTx10 is primarily wind, while the RTx30 incorporates much more solar. Solar tends to offset more higher-cost gas generation than wind, which explains why the RTx30 per-unit savings is higher than the RTx10. The ITx30 contains a much larger transmission expansion, which allows more efficient use of all generator types (not just wind and solar), which explains why the ITx30 per-unit savings is higher than the RTx30.
Finally, Table 49 shows the emissions reductions normalized by the increased amount of wind and solar generation in the RTx10, RTx30, and ITx30 scenarios. The ITx30 achieves slightly higher CO2 emissions reductions than the RTx30 because it has higher VG penetrations in MISO and SPP, which include large amounts of coal generation.



[bookmark: _Ref420526694][bookmark: _Toc420968163]Table 50. Comparison of Operating Costs and Emissions with Increasing Wind and Solar Generation
	Scenario
	VG Generation (TWh)
	VG Penetration (%)
	Fuel Costs (billion $)
	VO&M Costs (billion $)
	Start Costs (billion $)
	Total Operating Costs (billion $)
	Operating Cost Savings per Additional VG Generation ($/MWh)
	CO2 Emissions (million short tons)
	CO2 emissions reductions per additional VG generation (tons/MWh)

	LowVG
	85
	2.6
	87.8
	6.8
	1.6
	96.2
	NA
	1,965
	NA

	RTx10
	366
	11.3
	78.3
	6.3
	1.5
	86.0
	36.1
	1,752
	0.76

	RTx30
	893
	27.6
	59.3
	5.3
	1.9
	66.4
	36.8
	1,351
	0.76

	ITx30
	919
	28.4
	58.5
	5.2
	1.7
	65.4
	37.0
	1,322
	0.77



[bookmark: _Toc420855069][bookmark: _Toc420935242][bookmark: _Toc420967994]Operational Impact and Modeling Conclusions
A variety of operational impacts were observed in the simulation of the EI under high penetrations of wind and PV. The introduction of VG alters the operation of thermal and hydro generating resources across all VG scenarios. While differences between operational impacts were observed at a regional level, interconnection-wide impacts were largely similar between scenarios, particularly with respect to annual metrics. Select operational periods in April, May, and August were presented because of their high penetrations of wind and PV and high loads. However, the ERGIS simulations yielded detailed solution data for every time period simulated. Additional regional, 5-minute, and transmission analysis is necessary to understand how interconnection-wide VG scenarios could impact other operational periods. 
ERGIS modeling results are heavily influenced by the assumptions crafted with input from the ERGIS TRC. Taken as a whole, these assumptions help the research team to simulate the EI with operational practices that are very similar to practices in use by system operators in 2014. While this study does not capture all of the regional practices and individual resource parameters of the actual system, these assumptions represent a reasonable approach to simulating operations which is consistent with actual practice in many regions. This approach is in contrast to previous work where interregional trade was less constrained and a flexibility reserve product was included in simulations. As with other research of this scale, ERGIS includes centralized unit commitment and economic dispatch for the entire interconnection, a considerable assumption that could be improved in future work. Decreased market friction between regions and the ability of wind, solar, and hydro resources to provide reserves would likely impact production costs, operational impacts, and system wide emissions. In future work, these assumptions could be tested in more detail to determine how the operational impacts change as a function of the operational practices used by the system operators.

[bookmark: _Toc420954200][bookmark: _Toc420967995]Findings and Future Work
ERGIS simulated four power system scenarios for the U.S. EI to determine the sub-hourly impacts of very high levels of wind and PV. These simulations were conducted using industry leading tools and datasets and resulted in the most comprehensive operations study of the EI ever conducted. Operations for the entire EI and Quebec Interconnection were simulated for a single year and included detailed representation of nearly every generator on the system.   
This section describes the major findings that resulted from the ERGIS simulations and highlight opportunities for future work.
[bookmark: _Toc420967996]Efficient utilization of available wind and PV depends upon transmission availability and characteristics of the generation fleet
We modeled two scenarios with sufficient wind and PV capacity to achieve 30% potential energy penetration over the study year. Most of this energy was utilized in both scenarios under current operating strategies and without additional storage; however clear patterns in curtailment may provide opportunities for more effective utilization of the available energy. 
Insufficient transmission and conventional generator constraints (whether driven by industry practices or physical constraints) are the primary reasons for curtailment.  Because curtailment is often a result of the combination of these two constraints, it is usually not possible to attribute curtailment to only one.  There were numerous examples where generation from wind and PV could not be fully utilized due to minimum generation levels on thermal units and transmission constraints on export.  In particular, in SPP and FRCC there are many time periods where export constraints are binding and nuclear and reserves requirements prevented any further decommitment of thermal units.  Various options exist for reducing curtailment, including: allowing wind or PV to provide reserves, improving operational practices (such as incorporating intra-day commitment), expanding transmission capacity,  building storage capacity, or incorporating demand response or schedulable load sources.  For example, hydro and pumped hydro storage shifted their daily operation patterns to minimize curtailment.  Further study of these mitigation options is necessary to identify cost-effective solutions.
[bookmark: _Toc420954202][bookmark: _Toc420967997]Simulated levels of wind and PV generation can be balanced during normal operations even at high spatial and temporal resolution in the Eastern Interconnection
Analysis of ERGIS modeling results indicates that very high penetrations of wind and PV can be balanced at a 5-minute resolution under normal conditions.  Previous studies showed hourly results on portions of the U.S. EI; we showed that the system can be balanced at a nodal level for the entire EI, including Canada at a 5-minute level. These results were realized without the introduction of new reserve products, intra-day unit commitment, or new resource technologies like battery storage or demand response. 
While coal plant retirements and the replacement with CC and CT units resulted in a comparatively more flexible fleet than is present in 2014, and the transmission expansions increased the options for managing system variability and uncertainty, these assumptions were balanced by other modeling constraints. For example, only coal, CC, and CT resources were eligible to provide operational reserves. Interregional transfers were constrained by high hurdle rates and hydro resource output was fixed at DA schedules. Even with these constraints, ERGIS simulations served all system loads while experiencing only modest levels of wind and PV curtailment. 
[bookmark: _Toc420967998]Annual wind and PV penetrations of 30% decrease production costs and emissions by approximately 30%
The costs of operating the U.S. EI decrease significantly as the penetration of wind and PV increases. This is because of the very low marginal cost of wind and PV resources and avoided fuel costs associated with displaced thermal generation. Because wind and PV have zero carbon emissions, 30% annual penetrations result in a significant decrease in system-wide emissions. The ability of the system to balance the simulated wind and PV scenarios without the addition of novel new technologies or dramatic changes to operational behavior indicates that wind and PV are viable options for reducing carbon emissions from the electricity sector. However, because the study does not evaluate the capital costs associated with the generation or transmission expansion, further economic analysis is necessary to determine the total cost of achieving these reductions.
[bookmark: _Toc420954203][bookmark: _Toc420967999]Wind and PV significantly impact the operation of traditional generation sources in the Eastern Interconnection 
The introduction of wind and PV significantly alters generator operations in three key ways: thermal generation decreases, ramping and starting increase, and typical daily operating patterns change.
Wind and PV primarily displace coal and CC generation. ERGIS simulations show that annual VG penetrations of 30% decrease coal, CC, and CT capacity factors by about 50%. Despite overall lower annual energy production by thermal plants, when thermal units are committed, their utilization is similar to the scenario without significant VG penetration.  
The variability of wind and PV cause other generators to ramp and start more frequently. Ramping by coal units increases by about a third and ramping by CC units increases by about a quarter.  Starts for coal units increased by about 20%, and starts for CC units increase by over 40%.  CT starts decreased due to lower overall CT operation.
Typical daily operational patterns change as well.  Thermal units spend more time at their minimum generation levels, and the daily generation profiles change.  Coal units increase time at minimum generation by 50% and CC units by 15%. As wind and PV are added to the system, generation from thermal and hydro resources is shifted to different times of the day. Increased thermal and hydro utilization is observed in the hours before and after peak solar generation.  These changes in resource behavior are departures from historical operations, however, do not require the development of new resource capabilities or technologies.
The regional impacts of VG varied, due to the different thermal generation fleets and the different VG fleets in each region. In general, the operational impacts tend to be greater when there is more installed PV in conjunction with less inter-regional transmission. This causes some regions to have a greater reliance on balancing their own systems with existing generation rather than relying on imports and exports.
[bookmark: _Toc420954204][bookmark: _Toc420968000]High instantaneous penetrations highlight questions about dynamic stability 
Due to the variability of wind and PV, achieving 30% penetration requires that some periods achieve significantly higher penetration.  The maximum generation of wind and PV for a single time period for the U.S. EI as modeled is 60% of total generation. Regionally, this number can be much higher. Regions in the Northeast U.S. achieve penetrations as high as 70%, while SPP has many periods where greater than 90% of the generation is wind and PV. Regions with large amounts of installed PV, such as SERC and FRCC, tend to have large disparities between the maximum and average penetration, which is a result of the daily pattern of high PV generation peaking in the middle of the day and not producing energy in the middle of the night. FRCC reaches 85% in one period, but only averages 25% for all periods. 
While the percentage of wind and PV is a notable metric, other properties such as the amount of synchronous generation online may be more meaningful in the context of system stability during a disturbance. As a percentage of the load, the online synchronous capacity (nameplate capacity of all committed units) gets as low as 64% U.S. EI-wide. Taken as a whole, it should be expected that to reach 30% annual energy from wind and PV will result in periods with very high penetrations of inverter-based technologies.  
[bookmark: _Toc420954205][bookmark: _Toc420968001]Multiple avenues for achieving 30% penetrations of wind and PV in the U.S. EI are available
NREL analyzed two paths for reaching 30% annual energy penetrations of wind and PV. One studied intra-regional wind and PV resources with an intra-regional transmission expansion while the other added large inter-regional transmission to access best-in-system wind and PV resources. These scenarios were chosen by the TRC to reflect how two different policy approaches could drive resource adoption and operational impacts. ERGIS was not intended to evaluate the efficacy of various policy decisions regarding the power system, but rather, was designed to understand how various policies could impact interconnection-wide and regional operations.
ERGIS shows that both the intra-regional and inter-regional approaches to reaching 30% annual VG penetration can both be balanced at the 5-minute level. From the perspective of the whole U.S. EI, the two scenarios yield surprisingly similar results. On an interconnection-wide basis, production costs for the simulated scenarios are nearly identical, as are system-wide CO2 emissions reductions. The operational impacts, production costs, and emissions of 30% wind and PV are marginally lower in the inter-regional scenario than the intra-regional scenario. These scenarios highlight a significant trade-off decision that power system planners and policy makers must tackle as new power system futures are examined: what are the comparative capital cost differences between transmission expansion and generating capacity deployment? While the intra-regional scenario deployed 53 GW more wind and PV generation than the inter-regional scenario, it did not include the larger AC and HVDC transmission expansion used in the inter-regional scenario.
Despite the striking similarities in simulation results for the ERGIS 30% scenarios at the interconnection-wide level, regional impacts were significantly different. The intra-regional scenario more equally distributed the operational impacts of high penetrations of wind and PV to the regions. In other words, in the intra-regional scenario every region faced significant changes to ramping, capacity factors, unit starts, and hydro plant operations. The operational impacts in the inter-regional case were comparatively more isolated. Regions that contain best-in-system wind and PV resources faced significantly higher operational impacts than regions with lower resource potential.  Regions with very high levels of wind and PV generation in the inter-regional case experienced much more significant operational impacts than regions with lower penetration levels. This does not mean that all of the operating impacts of high penetrations of wind and PV are balanced by the host region—some are exported. 
Our conclusions regarding the comparative differences in the operational impacts of the two 30% scenarios studied in ERGIS could be refined through both sensitivity analysis and co-optimized generation and transmission expansion. One simple approach to understanding the role transmission plays in managing operational impacts would be to study the intra-regional generation build with the inter-regional transmission expansion.  However, because there are substantial differences in the VG resource mix between the scenarios and the fact that inter-regional transmission expansion was designed to facilitate east-west energy transfers, such comparisons may be of limited analytical value. A more rigorous approach would be to compare the operation and capital costs associated with pursuing a variety of wind and PV resource mixes under a common set of economic and reliability metrics. Because the value of transmission expansions is intrinsically related to the resources and loads connected by the transmission, economically equivalent systems are the most appropriate method for comparing power system scenarios.
[bookmark: _Toc420968002]Opportunities for Future Work
This study has identified several areas for future work. 
· Further reduction in model run time via geographic decomposition
· Study of regional commitment and dispatch via geographic decomposition
· Regional seams coordination
· Revenue sufficiency and resource adequacy
· Dynamic stability, frequency response and inertia
· Co-optimized thermal, renewable and transmission expansion
· Optimization and deployment of reserves
· Mitigation Options worthy of further analysis include
· Demand Response
· Electricity Storage
· Operational practices
· Reserves products



[bookmark: _Toc420855070][bookmark: _Toc420968003]Appendix A
· State VG penetrations in each scenario. Under development
· Description of Solar Algorithm
[bookmark: _Toc420855071][bookmark: _Toc420968004]Appendix B
· Regional dispatch for High load, High Wind and High Solar periods
· Total Net exports
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Hires and Load Trend (MW)

Variability (MW)
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Signal and Filtered Output (MW)


ISO-NE
NYC
NYISO
PJM
SPP 2010
SPP 2011
SPP 2012
MISO 2005
PJM 2006
PJM MidATL
PJM CE

26884.249296875001	2402.9	2912.2	1436.1	2128.6	2313.1	5553.2	1450.2	710.2	11140.9	940.4	2768	32512.600000000002	155229.74444444443	45412.994756666681	47993.111555555559	47230.372222222228	110473.60052000001	144808.92584739585	62292.276380598953	23507.416748561791	31.331054474296945	8.7457525074137319	18.060859874821393	8.4461117740933851	4.5957124988059732	11.494249831020786	9.5024781106565772	6.3824771077848306	8.9449220310582742	16.617846974094014	8.0269220428182866	10.556110885347548	38.826129927442338	146.67374026404141	46.270964135392425	56.104922811172969	47.870394863302671	105.4768269998364	136	61.011950955021931	29.6406921938379	19497.835070703128	135018.49468318274	59511.170501106768	8896.9051919270842	21797.786369986978	24117.861869368488	4971.9797288085938	3124.6412968505856	18978.723492968751	50.078670985457777	141.76198456145124	61.37323122743009	20.942718595746594	29.417262775121753	68.666320186574083	12.114621460320437	24.6255669210192	62.786729992921991	Region Size (MW)

Sigma of Variability (MW)


Winter	LI	NYC	ISO-NE	NYISO	SPP	MISO	PJM	9.2530041917653865	15.605129296043406	31.785826530562101	37.987257640452519	45.174633182057867	107.98030294876882	155.11103814299142	Spring	LI	NYC	ISO-NE	NYISO	SPP	MISO	PJM	9.5337769591939647	16.243719665420716	35.033870740279667	37.648264355177247	43.599601891858214	104.34229081782961	145.20641814452622	Summer	LI	NYC	ISO-NE	NYISO	SPP	MISO	PJM	10.025853998879704	17.540020129443722	28.952638707257318	40.871969754102743	60.762341096640945	103.04205434402007	145.13580089890155	Fall	LI	NYC	ISO-NE	NYISO	SPP	MISO	PJM	9.1605321141113372	16.994632004007396	28.952638707257318	38.636785418517334	49.6247825306952	106.55240629162473	140.91168697885061	Sigma of Interval Variability 
with 45-minute Filter
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