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NREL Western Wind and Solar Integration Project

Technical Review Committee Conference Call February 25, 2009

On Call:

Kara Clark, GE

Lavelle Freeman, GE

Debra Lew, NREL

Charlie Smith, UWIG

Gary Jordan, GE

Sari Fink, Exeter Associates

Ed DeMeo, Renewable Energy Consulting

Dave Corbus, NREL

Michael Milligan, NREL

Kevin Porter, Exeter Associates

Ron Flood, APS

Rob Kondziolka, APS

Bob Easton, WAPA

Yi-Huei Wan, NREL

Erik Ela, NREL

Mark Graham, Tri-State

Chris Fink, Tri-State

Gary Trent, Tucson Electric Power

Tom Ferguson, Xcel Energy

Steve Buening, Xcel Energy

Andrew Mills, LBNL

Mark Ahlstrom, WindLogics

Brendan Kirby, Consultant

Tom Acker, Northern Arizona University

Debbie Lew of NREL began the call by noting that the last TRC call in December was focused on dealing with data issues from the in-person stakeholder meeting in August 2008 in Denver.  The data issues are resolved and GE has been working on baseline and in-area scenarios using the revised corrected data set.  There are three main elements to present at this call:  

· The In-Area statistical analysis – Lavelle Freeman; 

· The In-Area MAPS analysis - Gary Jordan; and 

· A review and description of two planned scenarios –the Mega Projects and Local Priority (Kara Clark).

These minutes will reference GE’s presentation.

Kara Clark presented the work plan (slide 2) and said GE is performing statistical analysis and MAPs analysis of the baseline scenario (existing wind and load) and the In-Area scenario, where each study area has to meet three penetration levels of renewable energy, projected out to 2017.  The In-Area scenario includes three penetration levels by energy:

· 10% wind and 1% solar in WestConnect study footprint and 10% wind and 1% solar outside of the study footprint but in the rest of WECC

· 20% wind and 3% solar in footprint and 10% wind and 1% solar out of footprint

· 30% wind and 5% solar in footprint and 20% wind and 3% solar out of footprint

The solar consists of 70% CSP and 30% PV by energy. The analysis uses 2004, 2005, and 2006 data that is scaled up to 2017.  The project team has also done some work on validating the quasi-steady-state simulation methodology and tools, and these results will be presented at a later date.  

Kara explained further some of the changes since the August 2008 stakeholder meeting (Slide 4).  In addition to the revised wind data set, the site-selection process was changed to exclude sites in proximity to recreation areas, such as Forest Service campgrounds.  Additionally, while the site selection still includes energy value, capacity value and geographic diversity, the capacity factor now consists of an average of all three years (2004-6).  The In-Area footprint has also been redefined to better match WestConnect and respect transmission barriers, resulting in a chunk of Idaho being removed and eastern Nevada being included.  Ultimate wind and solar site selection, however, for the In-Area scenario analysis is based on state boundaries, not transmission areas.  

Slide 5 shows the new footprint with a part of Utah now included in Nevada and a chunk of Idaho removed from the Wyoming zone and the wind sites selected for the 30% renewable penetration analysis.  The red dots are part of the Pre-Selected scenarios and the blue dots are the wind sites for the In-Area scenario.

Slides 6 and 7 are a summary of the wind, CSP and PV energy and capacity additions for the 30% penetration analysis of the In-Area scenario, for both in-footprint (WestConnect) and out‑of‑footprint (the rest of WECC).  The result is a total of 30% wind, 5% solar in-footprint and 20% wind, 3% solar out-of-footprint.  A total of 85,000 GWh of wind are required in-footprint.  Slide 7 is the capacity summary, also split between in-footprint and out-of-footprint. There is 30,000 MW of wind in-footprint. It also shows the renewables penetration by capacity, for both minimum and maximum.  At maximum load, renewable energy is on the order of 50% penetration and at minimum load, it is well over 100% penetration.  

Lavelle Freeman presented the statistical analysis for the in-area scenario.  He defined net load as load minus wind minus solar (slide 10).  He also presented the monthly wind and solar data from 2004 through 2006.  He noted that January 2004 is a down year for wind compared to 2006; that the 30% wind target is an annual figure and it can vary by month (slide 11).  By way of example, 55% of the energy in April 2006 was from wind and solar, but less than 20% in July 2006 and August 2005 and 2006 came from wind and solar.  Therefore, 30% is not 30% in every month.  

Slide 12 focuses on monthly wind and solar energy for Arizona and Wyoming from 2004 through 2006.  Mr. Freeman pointed out that the wind resource in Arizona is not particularly great and the load is very high; therefore, Arizona needs a lot of wind sites to meet the 30% goal.  Conversely, Wyoming has low load and high wind resources and therefore, does not need very many wind sites.  This can lead to higher variability in Arizona, for example, in April, 68% of load is met by wind and solar generation. 

Tom Ferguson noted the huge monthly variations in monthly wind production by year in Wyoming, such as between February (600 GWh in 2004 and 2005 to 1200 GWh in 2006) and November (500 GWh in 2004 to 1100 GWh in 2005).  Mr. Ferguson said he would expect differences in annual wind production but the changes in monthly production by year seem particularly large.  Debbie said they will check the data for those months, but that some level of interannual variability was to be expected.  

Gary Jordan said that 2004 and 2005 wind production are low for those months and 2006 is high. He noted that wind production in May 2004 is high but that wind production for May 2005 and May 2006 are low in Wyoming.  Annually, though, Mr. Jordan said they did see as much variation in wind production.  He also pointed out that for the In-Area scenario, there are only 78 30-MW sites in Wyoming, which is a fairly small sample. 

Mr. Freeman next showed average hourly wind and solar output for all three years for the in-study area (slide 13).  Wind tends to drop in mid-morning but that is when solar and CSP kick in. CSP is assumed to have 6 hours of storage.  

Slide 14 shows the net load duration of 30 % wind and solar for 2006.  Mr. Freeman pointed out that the 30% scenario pushes down the net load duration curve so much that it is below the current minimum load operating point of 22,200 MW more than 57% of the time.  Also shown was penetration of wind, PV and CSP for 2006.  Wind penetration reaches a maximum of 113% for some hours of the year, while CSP output is zero for 40% of the year and PV is zero for about half of the year.  Maximum CSP penetration is about 12%.  

For 2004 through 2006, Mr. Freeman discussed the top 10% of load hours, the bottom 10% of load hours, and the median level of load hours (slide 15).  Overall, 2004 is a bit of a down year compared to 2005 and 2006.  The peak is at about 50,000 MW and the minimum load occurs in April for two of the three years and in October for the third.  For the 30% case, there is so much wind that the net load duration curve falls below zero for some hours of the year.  

Mr. Ferguson asked what capacity credit was assigned for wind. Mr. Jordan said it had been based on wind production during peak times (see slide 12) in July and August when there is not a lot of wind, so the capacity value of wind is small. They had focused more on energy value and displacement, but GE will do an equivalent load carrying capacity analysis later in the study.

Mr. Freeman next showed average daily load, net load and wind profiles for different years for the 10%, 20% and 30% scenarios (slide 16).  Wind production has the same general shape from 2004 through 2006, falling in production by the morning load pick-up but more or less increasing throughout the day until just after midnight.  

Slide 17 focuses on wind production by season for 2006. Mr. Freeman said there is more wind in January and April and less wind in July, but wind rises generally with load through the year.  In January, when load is rising, wind is flat or dropping slightly. A caller asked if an X-Y scatterplot of wind and load had been done. Mr. Jordan said they would have to go back and look, but would probably want to do that by season.

Slide 18 illustrates the seasonality of solar for 2006.  There tends to be less solar energy in January; more in April and July; and less again in October.  Surprisingly, there is more energy from CSP in April than July. Mr. Freeman explained that the monsoon season in the Southwest starts in July and disrupts solar production.  June tends to have more solar energy than April, though. 

Next, Mr. Freeman showed load and solar and wind in April (slide 19).  He noted that the load is diurnal in shape, but wind production varied significantly and exceeded minimum load at a few points during the month.  Mr. Freeman noted that on April 15th, wind production exceeded the load and solar production was quite low.  

Slide 20 added the net load trace to the load, solar and wind traces from slide 19. So instead of operators meeting the purple load line, they were now being asked to meet the increased variability of the blue net load line. 

Ed DeMeo commented that the analysis assumes load profiles follow historical trends but that may change five to ten years from now, due to plug-in hybrid electric vehicles charging at night, which may reduce the impact of such issues. WWSIS is planning to include an analysis of use of plug-in hybrid electric vehicles.

Next, Mr. Freeman turned to the statistical analysis that describes grid variability.  Slide 23 presents four pieces of information.  This graph depicts hourly deltas of load and net load. The rectangular boxes represent two standard deviations. The top and bottom whiskers show the maximum and minimum deltas for each hour. For the 10% case, the biggest hourly up ramp for 2006 is 5,128 MW and a maximum drop of 4,325 MW. At 10%, the change in net load as compared to load is relatively modest, and the extreme up and down ramps are generally not tremendously significant.  

Slide 24 shows the same information for 20% wind penetration.  The boxes for the mean plus standard deviation are about the same as for 10% but the whiskers (extremes) widen.  The maximum down ramp is about 4,500 MW, and the maximum up ramp is 6,885 MW.    

Bob Easton asked why the 4 PM hour seemed to have the most extreme variability.  GE noted that back on slide #17 you could see a hump in load in January starting at 4 PM.  The hump doesn’t seem that dramatic, but the maximum represents the biggest one hour jump (the worse case, not the average).  Charlie Smith said you also lose some of the solar output at 3PM in January, and there is not much solar or storage carry-over during that time of year.  Mr. Jordan said the modeling assumes solar energy comes up with the sun, with the extra production put in storage and then run until depleted, which is why CSP output drops off quickly.  Mr. Jordan said CSP could be operated to smooth out the ramp instead of using everything at the maximum rate and then having the abrupt drop off.  A basic fixed dispatch of CSP storage has been assumed thus far. In the future, GE will redispatch the CSP storage to better accommodate the variability. 

Slide 25 shows the 30% wind penetration case.  The whiskers/extremes are much larger and the variability of the net load also increases.  The bars show the increasing variability from 10 to 20% to 30%, particularly around 4 and 5 PM. Variability in the 10% and 20% cases was relatively tolerable, but the 30% case seems to really be pushing the envelope.  Additionally, the difference in variability between 10% and 20% is much less than the difference between 20% and 30%. Moving from a 20% penetration to a 30% penetration shows a significant increase in variability.

Mr. Ferguson noted the maximum 1-hour change from 10% to 30% requires a 50% change in ramp rate, which is asking a lot.  Mr. Jordan said that if you know when that day is coming when the extra ramping is needed, then it is not too bad, but if one does not know, than it is asking a lot.  Mr. Jordan said this emphasizes the need for good wind forecasting.  Also, we need to remember these whiskers/extremes represent the one ‘worst’ day, and not a typical day.  

Slide 26 illustrates the average daily profile of deltas for 2004 through 2006.  Mr. Freeman noted that the load and net load boxes are still relatively the same size, but there is a significant increase in the whiskers representing the extremes.  Slide 27 shows the average daily profile of deltas by season (spring, summer, fall, winter) for the 30% case.  For each season, the extremes in upward and downward variability appear to happen between 2 and 4 PM, both on the upside in July and the downside in January.

During the August 2008 stakeholder meeting, the wind resource data showed a large drop and then rise in wind production for Oct 8, 2006.  Subsequently, it was determined the data was not accurate, and 3TIER provided a corrected data set, which is shown on slide 30. Mr. Jordan noted GE will address mitigation issues later, though more with the Mega Project and Local Priority scenarios and not as much with the In-Area scenario, which is thought to be the least realistic scenario being modeled. Mr. Jordan pointed out that wind operators can control the ramping up to minimize the steepness of the fall-off in wind production later, such as the case of a storm front coming through, if they know it is coming. This would help minimize the impacts on both ends of the swing.  

Mr. Freeman next showed the timing of the maximum one-hour positive deltas for the study area for the baseline, 10%, 20% and 30% in-area scenarios (slide 31).  Mr. Freeman noted that the impact of wind and solar on extreme deltas are more pronounced in the evening hours during spring, fall and winter, and that the deltas are more extreme in the 30% case.    

Slide 32 provides a ramp histogram of extreme hourly deltas for 2004 through 2006.  Mr. Freeman pointed out that for the 30% scenario, there are 10 up-ramps of 5600 MW or more and 7 down ramps of 5600 MW or more.  

Mr. Freeman closed with an overall statistical analysis of changes as compared to the baseline (slide 33).  In the 10% case, variability actually decreases as this represents the best renewables sites. Statistically speaking, the 10% case is not significantly different from inherent load variability. Variability becomes more pronounced with the 20% and 30% cases, with an especially large increase when moving to from 20% to 30%.

Mr. Jordan began his presentation on the production cost modeling of the in-area scenario by detailing the modeling assumptions with respect to fuel prices, carbon taxes, energy velocity, and peak load. The team used the planned capacity additions submitted by members to the WECC database and added 11 GW to maintain adequate reserve margins.  Fuel prices are in 2007 dollars.

Slide 35 shows the average spot price for various regions for the different penetration cases.  Spot prices drop in the baseline, 10% and 20% cases then go up in the 30% case.  There are system benefits realized when we start adding renewables, but as explained later, our wind forecasts were found to have a strong positive bias, meaning that more expensive units have to be called on when wind production is less than forecasted, resulting in higher average spot prices. 
Slide 36 provides the hourly spot duration curves for each scenario.  At 30%, there are higher spot prices for approximately half the hours in the year 2006, with decreased spot prices drops for the other half of the hours.  In the 30% case there are many times when wind is over-forecasted and operators are caught outside the margin where they can respond with relatively inexpensive units. Additionally, the wind forecast bias is starting to come into play in the 30% case.

Mr. Smith asked about the bias in the forecast.  Mr. Jordan said that for the 30% scenario, he sees approximately a 10% over-forecast of the wind.  The team has started looking at ways to try to remove some of that bias, since it is assumed that a utility who had a positive forecast bias would probably try to remove the bias also.

Brendan Kirby asked if they are looking for an unbiased forecast or optimizing the forecast to minimize cost.  Mr. Jordan said they will look at the impact of removing the bias, either on an annual basis or on monthly or seasonal basis.  The question is, should you operate with a bias?  The impact of under-forecasting wind is less severe than over-forecasting. In the latter case, grid operators may have to really scramble at certain times and procure some additional capacity.  If wind generation is under-forecasted, then grid operators may have too many units committed, and the grid is not operating at maximum efficiency.  We currently plan to try to remove the bias and to run the production simulations with an unbiased forecast. Sensitivity studies may look at optimizing the forecast to minimize cost.

Mr. Smith asked if there was any change in the reserve allocation requirements during the year or between the three scenarios.  Mr. Jordan said no, they held the same spinning reserve requirements.  At 10%, he explained that the grid can cover the wind forecast errors but at 30%, it cannot.  GE will need to look at increasing spinning reserve requirements, and by how much.  

Mr. Kirby wondered if non-spinning and supplemental reserves may be better choices than spinning reserves.  He pointed out that non-spinning reserves can respond in 10 minutes and supplemental reserves can respond in 30 minutes.  Mr. Jordan said that it may be sufficient if the system has enough of it.

Erik Ela asked how they will look at reserve spot prices and would they create a duration curve of reserve costs.  Mr. Jordan said it was possible, as the data is available.  

Mr. Jordan then showed results of a case with a perfect forecast (slide #37).  Spot prices drop as more wind is brought in, as grid operators know when the wind is coming.  

Slide #38 shows the spot duration curves with an adjustment made for the bias in the wind forecast.  The team multiplied the wind forecast by .9 and .8 to remove 10% and 20% of the forecasted amounts. They also looked at a perfect forecast. Spot prices drop with each adjustment.  Wind forecast errors tend to vary seasonally so GE may also want to do a seasonal adjustment.  

Mr. Jordan showed the generation by type within the Westconnect study area (slide #39). The graphs show that combined cycle units are being displaced; geothermal, hydro and nuclear power remain the same; gas turbines drop until 30% and then jump up; coal units are untouched until 30% and then drop slightly.  

Mr. Smith asked how a carbon tax would affect the switch-over in coal and natural gas generation.  Mr. Jordan said they had already assumed a $30 carbon price and would probably have to get carbon to $50 or $60 to see a switch between coal and natural gas.  Lower gas prices however, would result in earlier switch-over.

Slide #40 is the same as slide #39, except generation is shown by type for all of WECC.  The same general results apply, although more hydro is present in the WECC case.  

Mr. Jordan next showed total generation in WECC (slide #41) for the baseline, 10%, 20% and 30% cases.  Total generation roughly stays constant at or around 400,000 GWh, although the amount of renewable energy generation obviously increases with each successive scenario from the baseline to 30%.  

Slide #42 shows the total operating costs, consisting of fuel, start-up costs, and O&M.  Mr. Jordan said that wind comes in as a price taker with operating costs assumed to be zero. Operating costs decrease from $50 billion with no wind to $30 billion at 30% wind.  Slide #43 shows cumulative operating cost savings with each scenario

Mr. DeMeo asked if these slides include the capital costs of wind generation; Mr. Jordan said no, we are not looking at the wind cost of energy, we are trying to get at the value of wind energy.  

Slide #44 illustrated operating cost savings divided by renewable energy generation.  Mr. Jordan pointed out that operating cost savings decrease as more renewable energy is added, reflecting diminishing returns.  Operating cost savings dropped from $89/MWh from the 10% scenario to $79/MWh with the 30% scenario, which is a drop but not a particularly precipitous one.  

Andrew Mills asked what would happen if they used an unbiased forecast?  Mr. Jordan said that the operating cost savings would likely not drop as much at 30% penetration. 

Mr. Jordan next showed the incremental savings per scenario.  There is a relatively large drop in incremental savings as the level of renewables increase, but the operating cost savings still exceed $70/MWh at 30% penetration.

Slide #46 shows generator revenue by type for all of WECC. Generator revenues drop with increasing penetration of renewable energy.  Slide #47 shows generator revenue by type for Westconnect, with renewable energy and without. Slide #48 is the same, but for all of WECC.

Mr. Jordan next showed emission impacts for Westconnect and all of WECC (slides #49 and 50), for NOx, SOx, and CO2.  NOx emissions drop for each scenario; SOx emissions, in contrast, do not drop until 30% penetration when coal generations drops; and CO2 drops for each scenario.  Slides 51 and 52 illustrate the total emission reductions for Westconnect and WECC, respectively.  Slide #53 provides the emission reductions per MWh of renewable energy generation for all of WECC.

Mr. Jordan noted that excess or “dump energy” in WECC increases as renewable energy penetration increases (slide #54). Energy is dumped when the grid has too much energy and grid operators cannot back down generating units further or take generating units off-line.  Unserved energy also increases with higher levels of renewable energy penetration.  Unserved Energy comes from being caught short and not able to serve load when grid operators did not commit enough generating units and wind generation did not produce as much as forecasted. Mr. Jordan pointed out that there is not much dump or unserved energy in the 10% and 20% cases, but in the 30% case, there is a measurable amount of dump energy and unserved energy.  However, compared to total system energy, Mr. Jordan said these amounts of dump and unserved energy are still basically at the level of what could be considered noise. If the positive bias of the wind forecast is discounted, the number of times the system is caught short drops, but it increases the dump energy. With a perfect forecast, this becomes a non-issue.

Slide #55 shows the pumped storage hydro (PSH) operations for all of WECC and slide #56 provides the PSH duration curves for 2006 for all of WECC.  Mr. Jordan said pumped storage is used more as wind generation is added.  However, he did not believe more PSH capacity is needed, as the pumped storage annual duration curve never flattens out, which would indicate a need for more pumped storage capacity.

Ms. Clark returned to outline two other scenarios that are variations on the In-Area scenario (slide 58). These two scenarios are the Mega Projects and Local Priority scenarios.  The Mega Project scenario focused on the most cost-effective delivered wind and solar resources, regardless of location, with a build-out of transmission to get the wind and solar to load centers. 

The Mega Project and In-Area scenarios are essentially opposite ends of an extreme with the  Local Priority scenario as an in-between scenario.  Under this scenario, local benefits are approximated by reducing the capital costs of wind and solar generation in the importing areas.  As explained at the August 2008 in-person meeting, GE developed an algorithm to select the sites for these scenarios with the criteria explained above. Total renewable energy generation is held constant between each scenario. Ms. Clark noted that there are still a couple of open slots for new scenarios that have not been determined.  

Slide #59 is a map of the In-Area scenario sites with nearly 30,000 MW of wind required from 998 sites.  Total capital expenditures are close to $60 billion.   

Slide #60 shows the Mega Project scenario which swapped out sites to take advantage of better wind sites in Wyoming and then applied the needed transmission.  GE did not rely on existing transmission capacity to transmit any new wind and solar power; it must be transmitted via new transmission lines. Overall, total capacity in the Mega Project scenario dropped by almost 6,000 MW, and about 4,770 GW-miles of new transmission is needed.  Wind capacity in Arizona decreases by 9,330 MW and wind in Wyoming increases by 11,430 MW, as compared to the In‑Area Scenario. New transmission is assumed to cost $1,600/MW-mile; wind costs $2000/MW.

Slide #61 provides an overview of GE’s algorithm. GE did not include any HDVC until transmission was needed that was more than what double-circuited AC could provide. They also selected in-footprint routes when possible and ignored smaller voltage level connections.

Slide #62 shows the map for a limited transmission version of the Mega Project scenario, where 3,200 MW of wind go through Idaho to Nevada, and a 3,000 MW DC tie goes from Wyoming to Nevada.   

Slide #63 depicts a more robust transmission scenario with a connector across Nevada and a connector loop in New Mexico and Colorado. This scenario closes the transmission loop increasing overall regional capacity. GE noted the team was open to comments and suggestions on these transmission scenarios. 

Slide #64 shows the Local Priority scenario. As explained before, this scenario is a mid-point between the In-Area and the Mega Project cases. We wanted to try to reflect the local benefits (taxes, benefits, etc.) of local development. This was done by giving a capital cost discount (10%) to in-area wind and solar sites to make them more economically attractive. Tom Acker has done some work on this value and there may be more local value than a 10% reduction, but for now 10% seems conservative and defensible.

For the Local Priority scenario, the new transmission can be all AC, with no need for the 3,000 DC tie (slide #65). In this case, the algorithm added the best wind sites in Wyoming and removed lower-quality wind sites in Arizona. Mr. Jordan wants to focus on the local priority scenario first before the mega project scenario. The transmission paths had been rationalized to fit with the overall existing WECC transmission planning.

For the Local Priority scenario, Mr. DeMeo asked if they were trying to simulate states giving tax breaks or something similar to incentivize wind development.  Mr. Jordan said yes, and the question is would a competing state respond by also offering a tax credit or another type of incentive. 

Mr. Kirby wanted to know how much transmission is needed to get aggregation benefits to reduce net variability.  Ms. Clark said they have not done the statistical analyses yet on these new scenarios but they expect to see higher variability numbers in Wyoming and they expect to see the benefits of control area consolidation.  Mr. Jordan noted they may see variability for the study footprint decrease because of going to higher capacity factors for good wind sites with less variability, but on the flip side they will be losing some wind diversity benefits.  

Mr. Kirby also noted that to take advantage of geographic diversity with the Local Priority scenario, GE will need transmission to allow for local area consolidation.  Ms. Clark said that when they conduct the operating analysis, they will see the impacts of new transmission. The analysis will be done at the 30% penetration level.

Mr. Smith noted that this is not a transmission planning study, but they would appreciate any thoughts on how transmission would be different if this was a transmission plan for all of WECC, not just Westconnect.  Mr. Easton said there would be the links shown on #65 but also additional links from Idaho to the Pacific Northwest and from northern Nevada west to northern California and from Flagstaff to Los Angeles.   
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